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Abstract: Cybersecurity is one of the main worries of organizations, businesses, and even individuals. The 

problems facing cybersecurity are increasing on daily basis as a result of the increased reliance on electronic services 

and technologies and the associated increase in the number of cyberattacks. The prevention of cyberattacks has 

become a serious challenge due to the vast increase in cybersecurity threats. Intrusion Detection System (IDS) acts 

as one of the first line of defence against cyberattacks, protecting computer networks and users’ data. However, the 

efficiency and effectiveness of IDS can be challenged by the enormous data monitored by the IDS, and the irrelevant 

features in the data. This study presents a Machine Learning (ML) model for intrusion detection and aims to enhance 

the model by employing the proposed Modified-Grey Wolf Optimizer (GWO) for feature selection. A new mutation 

function and an effective initialization method are introduced to the GWO, enhancing its exploration of the solution 

space and reducing convergence time. The proposed modified-GWO is then applied to the NSL-KDD dataset for 

feature selection, identifying the most relevant features for intrusion detection. The ML model will be tested using 

various ML classifiers. These classifiers are XGBoost, RF, HGB, and MNB. The proposed model achieved 

remarkable results with the XGBoost classifier reaching an accuracy of 99.52%, a precision of 99.47%, and a recall of 

99.46%. 
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1. Introduction 

The rapid advancement in information technology has produced many digital services and 

applications to make life easier for organizations, businesses, and individuals [1]. However, the increased 

reliance on these services opened opportunities for cyberattackers to exploit them. Cyberattacks (Intrusions) 

are unauthorized access or attempt to access a computer or a network. Cyberattackers (Intruders) can steal 

sensitive information, disrupt network operations, or launch further attacks from the victim’s computer [2, 

3]. These attacks may result in reputational damage and financial loss for both individuals and companies. 

It is estimated that a total of $3 trillion was lost due to cyberattacks in 2015, meanwhile, this figure is 

projected to increase to $10.5 trillion annually by 20251. Cyberattackers are constantly finding new ways to 

exploit vulnerabilities in computer systems and networks [4, 5].  

 
1 https://www.globenewswire.com/news-release/2020/11/18/2129432/0/en/Cybercrime-To-Cost-The-World-10-5-Trillion-Annually-

By-2025.html 
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The prevention of intrusions has become a serious challenge due to the vast increase in cybersecurity 

threats [6]. So many defense mechanisms have been employed, including firewalls, cryptography, anti-

malware software, and Intrusion Detection System (IDS) [7]. IDS is software or hardware that serves as a 

safeguard to computer networks. The IDS's main role is to monitor network data and host activities for 

indicators of compromise (suspicious activities) and then produce warnings and reports about them. IDS 

can also block these suspicious activities if configured by the administrator [8-10]. Fig. 1 shows a simple 

representation of the IDS functionality in intrusion detection. 

 
Figure 1. Simple representation of the IDS functionality 

Various challenges have an impact on the IDS's effectiveness and resources; these challenges can be 

summarized as follows: 1) the continuous changing of the intruder’s techniques, 2) the large quantity of 

data in the network activity that should be handled by the IDS, and 3) the commonly duplicated and 

irrelevant features contained in the analyzed data [11-13]. Accordingly, rather than using simple IDS to 

detect intrusions, an ML-based IDS is required to detect the intruder’s suspicious activity [14]. 

ML-based IDS is implemented commonly as a classification task, in which a supervised ML model is 

trained by a set of samples with their true labels (e.g., intrusion vs. normal flows). Then, the trained model 

is used with samples of unknown labels with the purpose of assigning the correct label to those samples 

[15, 16]. One of the most influential steps in ML-IDS is the ability to handle large quantity of data using 

feature selection, which eliminates irrelevant features that in turns increase the IDS's effectiveness and save 

computational resources [17, 18]. Feature selection is an important step in ML as it involves identifying and 

selecting the most crucial features out of a larger set of features. Feature selection plays a crucial role in the 

performance of an IDS when used with ML. Precisely selecting the relevant and important features will 

considerably increase the IDS's performance. This in turn directly impacts the efficiency of the ML model 

[19, 20]. 

Recently, various metaheuristic optimization algorithms have been used for feature selection. 

Metaheuristic algorithms are used with complex problems to find the optimal solution in a large space of 

possible solutions. The metaheuristic algorithms demonstrated high efficiency in resolving many problems, 

including scientific and engineering problems. The advantage of these algorithms is the ability to find 

nearly-optimal solutions in a relatively short time [21-23]. Therefore, these algorithms can be applied for 

feature selection in case the number of features is high. Accordingly, metaheuristic algorithms are widely 

used in feature selection because they can handle high-dimensional datasets and can be computationally 

efficient. These algorithms replaced the weak filter-based feature selection technique, which selects the 

features with the assumption that these features are independent of each other [24- 26]. 

GWO is a metaheuristic algorithm that has demonstrated excellent performance, and it is frequently 

used to enhance ongoing applications, including cluster analysis, engineering problems, and neural 

network training [27, 28]. GWO has been adopted by many researchers in feature selection operations as it 

can handle high-dimensional datasets, which makes it appropriate for IDS systems that often deal with 

large data to detect intrusions [29].  In this work, a modified version of GWO that suits the IDS will be 

utilized to increase the IDS model performance. This study will evaluate the proposed method performance 

using the NSL KDD dataset. The dataset is considered a suitable benchmark for testing intrusion detection 

techniques because it contains various network intrusion scenarios, and its size is appropriate for 

conducting experiments and evaluating the model's performance using multiple ML algorithms. 
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2. Background 

This section outlines the key concepts underlying the proposed intrusion detection framework. It 

reviews ML-based detection methods in IDS, focusing on classifiers such as Random Forest (RF), 

Histogram-based gradient Boosting (HGB), XGBoost, and Naive Bayes (NB). It also introduces the GWO 

algorithm for feature selection and provides an overview of the dataset used to evaluate the model’s 

performance. 

2.1. ML Detection in IDS 

Incorporating ML in IDS provides a powerful technique for detection, using ML algorithms to analyze 

network traffic and learn to recognize patterns that may indicate an intrusion. This is beneficial in detecting 

new attacks that do not match any known signature [30]. 

Supervised Learning is a type of ML in which the algorithm is trained on a labeled datasetand then 

used to classify new data. For example, in the case of IDS, a dataset may consist of network traffic data, 

where each piece of data is labeled as either “normal” or “attack”. This labeled dataset serves as a training 

set for the ML model using an ML algorithm. The algorithm learns from this data by finding patterns and 

correlations. Once the model is trained, it can be used to classify new and unseen data as either normal or 

attack based [31, 32].  Many classification algorithms can be used to train IDSs such as RF, HGB, XGBoost, 

and NB. The following sections describe each one briefly. 

2.1.1. RF 

RF is an ensemble learning method that works by constructing multiple Decision Trees (DTs) during 

training. Each tree in the forest generates an output when a new input is introduced into the system. The 

outputs are then collected, and the most frequently seen output is selected as the final result. RF can handle 

missing values without reducing accuracy. It is known for its accurate results in classification. Additionally, 

it is capable of handling large, multidimensional data sets. Fig. 2 outlines the main components for the RF 

classifier [33]. 

 
Figure 2. Main components of RF classifier 

2.1.2. HGB 

HGB is an ML algorithm that builds upon the principles of Gradient Boosting with DT. It's specifically 

designed to be faster and more scalable by utilizing Histogram-based techniques. Gradient Boosting is a 

powerful ensemble learning algorithm known for its effectiveness in reducing bias and variance in 

supervised learning. It builds the model in a stage-wise way, and it generalizes them by allowing 

optimization of an arbitrary differentiable loss function. Fig. 3 outlines the main components for the GB 

classifier [34]. 

 
Figure 3. Main component of GB classifier 
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2.1.3. XGBoost 

Extreme Gradient Boosting, also known as XGBoost, is a variance of Gradient Boosting that adds plenty 

of performance and speed-enhancing features. It uses a library of Gradient-Boosted DTs to make up the 

bulk of it. It adds parallel processing, which Gradient Boosting noticeably lacks, making it faster for training 

and prediction and more resource-efficient in terms of memory usage. Fig. 4 outlines the main components 

for the XGBoost classifier [33, 35]. 

 
Figure 4. Main component of XGBoost classifier 

2.1.4. NB 

NB classifiers are a family of simple "probabilistic classifiers" based on applying Bayes’ theorem with 

strong independence assumptions between the features. In simple terms, a NB classifier assumes that the 

presence of a particular feature in a class is unrelated to the presence of any other feature. Multinomial 

Naive Bayes (MNB) is used for discrete features and models data with a multinomial distribution. Fig. 5 

outlines the main components for the NB classifier [36, 37]. 

 
Figure 5. Main components of NB classifier 

2.2. GWO Algorithm 

The GWO algorithm works by simulating the social structure and hunting behavior of grey wolves in 

nature. The method begins by randomly distributing a population of search agents, simulating a pack of 

grey wolves, across the search space, which represents the hunting field. The search agents are then rated 

based on their level of fitness, with the fittest solution designated as the alpha wolf, the next-best choice as 

the beta wolf, and the third as the delta wolf. The remaining search agents are classified as omega wolves. 

The locations of the search agents are adjusted in each iteration based on the locations of the alpha, beta, 

and delta wolves. This is accomplished by imitating the encircling behavior of grey wolves, who encircle 

and attack their victims. While examining the search space, the search agents move closer to the prey, which 

is portrayed by the greatest solution discovered so far. Several parameters are used by the algorithm to 

control the balance of exploration and exploitation. For example, to manage the exploration/exploitation 

trade-off, a parameter 'a' is employed with its value decreasing linearly from 2 to 0 over the duration of 

iterations. This enables the algorithm to begin with more exploration and progressively move to 

exploitation as it approaches the global optimum. The GWO keeps updating the locations of the search 

agents until a requirement is fulfilled, such as attaining a maximum number of cycles or reaching a desirable 

degree of convergence. The best answer produced by the algorithm is presented as the final outcome at that 

point [38-40]). Algorithm 1 shows the pseudo code for the GWO algorithm. 
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Algorithm 1. Pseudo code for the GWO algorithm 
1. Random initialization for the group of search agents (grey wolves). 

1.1 Initialize a, A, C. 

2. Evaluate each feature subset fitness. 

3. While (iteration < T): 

3.1 Update the alpha, beta, and delta wolves’ positions using Eq. (2.1). 

3.2 For each search agent, adjust all the wolves’ positions based on the positions of the alpha, beta, and delta. 

3.3 Update a, A, C. 

3.4 Determine the fitness for all wolves. 

3.5 Iteration = iteration + 1. 

4. Return the best solution found by the algorithm. 

The GWO Algorithm works as follows: 

Step 1: Randomly create a population of search agents (grey wolves), each representing a potential 

solution to the optimization issue. 

Step 1.1: Initialize a, A and C. where the vectors A is calculated using Equation (1), C is computed using 

Equation (2), 'a' is a parameter that decreases linearly from 2 to 0 over the course of iterations, and r1 and 

r2 are random vectors in [0, 1]. 

𝐴 = 2𝑎 ∗ 𝑟1 −                   (1) 

𝐶 = 2 ∗ 𝑟2                                  (2) 

Step 2: Compute the fitness value of each search agent and order them accordingly. The best search 

agent is known as the alpha wolf (α) Xα, the second best is known as the beta wolf (β) Xβ, and the third best 

is known as the delta wolf (δ) Xδ. 

Step 3: Repeat Step 3 until a stopping requirement, such as reaching the maximum number of iterations 

is reached or acquiring the desirable degree of convergence. 

Step 3.1: Update the positions of alpha Dα, beta Dβ, and delta Dδ using Equation (3): 

{

𝐷𝛼 =  |𝐶1 ∗  𝑋𝛼 −  𝑋| , 𝑋1 =  𝑋𝛼 −  𝐴1 ∗  𝐷𝛼
𝐷𝛽 =  |𝐶2 ∗  𝑋𝛽 −  𝑋| , 𝑋2 =  𝑋𝛽 −  𝐴2 ∗ 𝐷𝛽 

𝐷𝛿 =  |𝐶3 ∗  𝑋𝛿 −  𝑋| , 𝑋3 =  𝑋𝛿 −  𝐴3 ∗ 𝐷𝛿 
                             (3) 

𝑋(𝑡 + 1) =  
(𝑋1+𝑋2+𝑋3)

3
                    

Which t is the current iteration, A and C are coefficient vectors, Xα, Xβ, and Xδ are the alpha, beta, and 

delta wolf position vectors, accordingly, and X is the location vector of a search agent. 

Step 3.2: Update the positions for each search agent based on the current positions of the alpha, beta, 

and delta wolves. 

Step 3.3: Update a, A and C.  

Where A is a random value in the interval [-2a, 2a], and C is a random value assigned each iteration 

between [0, 2]. 

Step 3.4: Compute the fitness value of each search agent and order them accordingly. 

Step 3.5: Increase the iteration number. 

Step 4: When the stopping criteria is met return the best solution. 

2.3. Dataset 

The NSL-KDD dataset was used in this study. It contains diverse network attacks which make it 

suitable for building a solid intrusion detection model. The NSL KDD is an improved version of the KDD 

Cup 99 dataset. The NSL KDD dataset records were simulated in a military network environment, and it 

contains around 150,620 records, with four main attack categories. These categories are DoS (Denial of 

Service), Probe, U2R (User to Root), and R2L (Remote to Local). In total, the dataset contains 39 distinct 

attack types and a “normal” class, summing up to 40 classes. NSL KDD contains 41 features, each 

representing distinct attributes of network connections. An explanation of each feature, as well as its data 

type, is provided in Table 1.  The NSL KDD was selected for this study due to the dataset's diversity of 

attack types and network traffic scenarios; it offers an extensive environment for developing and testing 

IDS models. The use of this dataset enables a thorough assessment of how well the suggested model 

performs in identifying network intrusions [41, 42]. 
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Table 1. NSL-KDD Feature Description 
Number Feature Name Data Type Feature Description 

1 duration Numeric  Length of the connection 

2 protocol type  Nominal Connection protocol 

3 service   Nominal Destination service 

4 flag   Nominal Status flag of the connection 

5 src bytes Numeric  Bytes sent from source to destination 

6 dst bytes Numeric  Bytes sent from destination to source 

7 land Nominal  1 if is from/to the same host/port; 0 otherwise 

8 wrong fragment Numeric  Number of wrong fragments 

9 urgent Numeric  Number of urgent packets 

10 hot Numeric Number of hot indicators 

11 num failed logins Numeric  Number of failed login in attempts 

12 logged in Nominal 1 if successfully logged in; 0 otherwise 

13 num compromised  Numeric Number of compromised conditions 

14 root shell Numeric 1 if root shell is obtained; 0 otherwise 

15 su attempted Numeric 1 if “su root” command attempted; 0 otherwise 

16 num root Numeric Number of root accesses 

17 num file creations Numeric Number of file creation operations 

18 num shells Numeric Number of shell prompts 

19 num access files Numeric Number of operations on access control files 

20 num outbound cmds Numeric Number of outbound commands in an ftp session 

21 is host login Nominal 1 if the login belongs to the hot list; 0 otherwise 

22 is guest login Nominal 1 if the login is a guest login; 0 otherwise 

23 count Numeric 
Number of conn. to the same host as the current conn. in the past two 
sec. 

24 srv count Numeric 
Number of conn. to the same service as the current conn. in the past two 
sec. 

25 serror rate Numeric % of conn. that have “SYN” errors (same-host conn.) 

26 srv serror rate Numeric % of conn. that have “SYN” errors (same-service conn.) 

27 rerror rate Numeric % of conn. that have “REJ” errors (same-host conn.) 

28 srv rerror rate Numeric % of conn. that have “REJ” errors (same-service conn.) 

29 same srv rate Numeric % of conn. to the same service (same service conn.) 

30 diff srv rate Numeric % of conn. to different services 

31 srv diff host rate Numeric % of conn. to different hosts (same-service conn.) 

32 dst host count Numeric % Count of conn. having the same destination host 

33 dst host srv count Numeric 
% Count of conn. having the same destination host and using the same 
service 

34 dst host same srv rate Numeric % of conn. having the same destination host and using the same service 

35 dst host diff srv rate Numeric % of different services on the current host 

36 
dst host same src port 
rate 

Numeric % of conn. to the current host having the same port 

37 
dst host srv diff host 
rate 

Numeric % of conn. to the same service coming from different hosts 

38 dst host serror rate Numeric % of conn. to the current host that have an SO error 

39 dst host srv serror rate Numeric % of conn. to the current host and specified service that have an SO error 

40 dst host rerror rate Numeric % of conn. to the current host that have an RST error 

41 dst host srv rerror rate Numeric 
% of conn. to the current host and specified service that have an RST 
error 

3. Related Works 

In Alzubi et al. [43], proposed an improved IDS through the usage of a modified binary GWO 

(MBGWO) algorithm to choose significant features for intrusion detection (feature selection). They modified 

the GWO by including the omega wolf in the decision-making process and using a random probability 

distribution crossover strategy.  The algorithm was able to significantly reduce the number of features from 

41 to 14, while still achieving an accuracy of up to 99.22% when using the NSL-KDD dataset. Support Vector 

Machine (SVM) with radial basis function kernel was employed as a classifier.   

Meanwhile, Yerriswamy & Murtugudde [44] proposed a modified GWO with a Genetic Algorithm 

(GA) crossover and sigmoid function for feature selection for IDS. Using the NSL-KDD datasets, the 

proposed GB-EGWO outperforms other algorithms like GWO, MGWO, and MBGWO, achieving an average 

accuracy of 98.62% with 14 selected features.  

As for Shakya [45], on the same NSL-KDD dataset, the study discussed an improved IDS for Wireless 

Sensor Network (WSN) that utilizes SVM classifier with the ML- MLGWO, by adding more wolves and 
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including a multi-objective fitness function, the algorithm was modified by increasing the number of wolves 

to 14 achieving an accuracy of 97.00%.  

On the other hand, the study done by Safaldin et al. [46] proposed using the SVM classifier and a 

modified GWO to improve the IDS in WSNs.  The algorithm used binary encoding, binarization, stochastic 

crossover, and 7 wolves. The study showed that the suggested methods outperform Particle Swarm 

Optimization (PSO)-IDS and GWO-IDS using the NSL KDD'99 dataset, with the best performance coming 

from GWOSVM-IDS with an accuracy of 96%.  

Another study on the NSL-KDD was done by Almazini & Ku-Mahamud [47], the algorithm was 

modified with binary representation, stochastic crossover operation, and a sigmoidal function for position 

updates. The enhanced binary GWO EBGWO uses adaptive parameter control with search process 

indicators. The SVM classifier usesa Radial Basis Function kernel and achieves a classification accuracy of 

87.46%.  

On the other hand, Madhavi & Nethravathi [48] proposed a model for intrusion detection using the 

GWO for feature selection and Gradient Boosting Decision Tree (GBDT) for classification. The dataset used 

for evaluation was the KDD99 dataset, and the researchers also discussed how to create attack rules by 

using a KDD99 dataset to look for anomalies in network audit data.  

As for Chatterjee et al. [49] a Multi-Stage IDS was introduced that incorporates the GWO for feature 

selection.  The proposed framework employs a Stacked Autoencoder to classify incoming data packets as 

either benign or malicious. The GWO algorithm is employed to identify and extract the most relevant 

features from network packets, after which each packet is classified as either malicious or benign. These 

attributes are then fed into an RF classifier to determine if the attack is present in the existing knowledge 

base. If the attack is detected, the LightGBM classifier is used to identify the specific type of attack. If the 

attack is not found in the knowledge base, it is classified as a zero-day attack. For the evaluation of their 

proposed framework, two publicly available datasets were used, namely UNSW-NB15 and CIC-IDS-2017. 

The results of the evaluation showed that the proposed framework achieved an accuracy of 90.94% and 

99.67% on the respective datasets.  

Existing studies on GWO-based intrusion detection systems indicate that differences in reported 

performance among modified variants are mainly influenced by how each approach adjusts the 

exploration–exploitation balance and binary search behavior of the optimizer. The literature consistently 

reports that baseline GWO is vulnerable to premature convergence and stagnation due to rapid population 

clustering, and in some cases exhibits slow convergence in later iterations [43–47]. These limitations have 

motivated several enhancement strategies. 

Crossover-based variants, such as MBGWO by Alzubi et al. [43] and GB-EGWO by Yerriswamy & 

Murtugudde [44], strengthen exploitation by recombining promising feature subsets; however, once 

population diversity decreases, crossover largely recombines similar binary patterns and becomes 

ineffective at escaping stagnation. Binary encoding and transfer-function-based approaches, as adopted by 

Safaldin et al. [46] and Almazini & Ku-Mahamud [47], stabilize discretization but may cause early fixation 

of feature selections, limiting late-stage exploration. Increasing the number of wolves or using multi-

objective fitness functions, as in Shakya’s work [45], improves early exploration but does not explicitly 

restore diversity after convergence. Other studies, such as Madhavi & Nethravathi [48], further show that 

performance gains may depend on classifier choice rather than optimizer design alone. 

From a practical perspective, most GWO-based IDS frameworks adopt single-stage wrapper 

architectures, where computational cost scales with population size and fitness evaluations [43–48]. In 

contrast, the multi-stage IDS proposed by Chatterjee et al. [49] achieves high accuracy through cascading 

learning stages but incurs significantly higher computational and deployment complexity. Overall, existing 

GWO modifications improve convergence guidance or discretization but remain limited in late-stage 

diversity recovery, motivating the proposed bit-flip mutation, which directly perturbs binary feature 

selections while preserving a computationally efficient single-stage framework. 

Although bit-flip mutation is a standard operator in Genetic Algorithms, its use here is not intended 

as generic GA–GWO hybridization. Rather, the contribution lies in the targeted integration of mutation 

within the GWO search process to mitigate late-stage diversity loss in binary feature selection, while 

preserving the original leadership-driven dynamics of GWO. This focused design enables diversity 
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recovery with minimal computational overhead and maintains the efficiency of a single-stage wrapper 

framework. 

Table 2 further contextualizes these studies by summarizing their primary optimization mechanisms 

and associated computational complexity, highlighting the absence of explicit late-stage diversity recovery 

strategies. 

Table 2. Summary of the related works on IDS using the GWO algorithm 

Reference 
Feature 
Selection 
Method 

Primary Mechanism Dataset Classifier Accuracy Cost / Complexity Note 

Safaldin et 
al., 2021 

GWOSVM 
Binary encoding + 
binarization + 
stochastic crossover 

NSL KDD  SVM 96% 
Single-stage wrapper; cost 
∝ population size and 
fitness evaluations 

Alzubi et al., 
2020 

MBGWO 
Omega wolf 
participation + 
probabilistic crossover 

NSL-KDD SVM 99.22% 

Single-stage wrapper; 
moderate cost due to 
crossover and added 
leadership 

Yerriswamy 
& 
Murtugudde, 
2021 

GB-EGWO 
GA crossover + 
sigmoid transfer 
function 

NSL KDD  SVM 98.62% 

Single-stage wrapper; 
added cost from crossover 
and transfer-function 
mapping 

Shakya, 2021 MLGWO 
Increased wolf 
population + multi-
objective fitness 

NSL-KDD SVM 97.00% 
Single-stage wrapper; 
higher cost due to 
increased population size 

Almazini & 
Ku-
Mahamud, 
2021 

EBGWO 
Binary representation + 
stochastic crossover + 
adaptive control 

NSL KDD  
SVM with 
RBF 

87.46%. 

Single-stage wrapper; 
additional overhead from 
adaptive parameter 
control 

Madhavi & 
Nethravathi, 
2022 

NA 
Standard GWO feature 
selection + strong 
classifier 

KDD99 
incursion 
dataset 

GBDT 92.17% 
Single-stage wrapper; 
classifier-driven cost 
dominates 

Chatterjee et 
al., 2023 

NA 
Multi-stage stacking 
(FS + SAE + RF + 
LightGBM) 

UNSW-
NB15, CIC-
IDS-2017 

RF, 
LightGBM 

90.94%, 
99.67% 

Multi-stage pipeline; high 
computational and 
deployment complexity 

4. Proposed Methodology 

The proposed method will incorporate GWO with multiple classification algorithms using the NSL 

KDD dataset. NSL KDD contains a total of 41 features, and it may contain irrelevant features that could 

impact the model performance negatively. Therefore, feature selection is necessary for identifying the most 

relevant features from the dataset and to use these features as inputs to various classification algorithms. 

Fig. 6 shows the main stages for the proposed ML model. 

 
Figure 6. The proposed ML Model 
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4.1. Data Transformation 

Data transformation played an important role in preparing the NSL-KDD for the ML model. This 

dataset contains many categorical features such as protocol type, service, flag and output. These features 

may hinder the performance of the ML algorithms due to the fact that many ML algorithms tend to work 

better with numerical data. Therefore, the numerical representation of these categorical features becomes 

critical to the successful implementation of ML models. This study used the transformation methodology 

known as “label encoding” which converts categories into a set of integers; each distinct category is assigned 

a distinct integer. Label encoding was chosen due to its simplicity to apply and computationally efficient. 

In addition, unlike other encoding methods such as one-hot encoding, it does not increase the 

dimensionality of the dataset making, which makes it a suitable solution for the NSL-KDD. Table 3 shows 

label encoder representation of attack categories [41, 50, 51]. 

Table 3. Label Encoder Representation of Attack Categories 

Original Values 
Label Encoded 

Values 
Original 
Values 

Label Encoded 
Values 

Original Values 
Label Encoded 

Values 

apache2 0 neptune 14 smurf 27 

back 1 nmap 15 snmpgetattack 28 

buffer_overflow 2 normal 16 snmpguess 29 

ftp_write 3 perl 17 spy 30 

guess_passwd 4 phf 18 sqlattack 31 

httptunnel 5 pod 19 teardrop 32 

imap 6 portsweep 20 udpstorm 33 

ipsweep 7 processtable 21 warezclient 34 

land 8 ps 22 warezmaster 35 

loadmodule 9 rootkit 23 worm 36 

mailbomb 10 saint 24 xlock 37 

mscan 11 satan 25 xsnoop 38 

multihop 12 sendmail 26 xterm 39 

named 13     

4.2. Data Normalization 

Data normalization is a necessary step in preparing the NSL-KDD for the model. Normalization is a 

technique used to change the scale of a variable to a standard range. Min-Max Scaler is one of the scaling 

techniques that transforms variables to a specific range between 0 and 1. This technique is useful for the ML 

model due to the fact that most classification algorithms assume that the input variables are on the same 

scale and may not perform well if the scales are vastly different. Additionally, the GWO algorithm assumes 

that all features have the same scale, so Min-Max Scaler was used for this model to ensure that all features 

have the same scale. The Min-Max Scaling is performed using Equation (4) [52, 53].  

𝑌𝑠𝑐𝑎𝑙𝑒𝑑 =  
𝑦− 𝑌𝑀𝑖𝑛

𝑌𝑀𝑎𝑥−𝑌𝑀𝑖𝑛
                                                            (4) 

Where yScaled  is the result for the Min-Max Scaling, y is the original value, yMin  is  the is the minimum 

value in the column, and  yMax is the maximum value in the column.  

Min-Max scaler was used on many features including (duration, src_bytes, dst_bytes, 

wrong_fragment, urgent, hot, num_failed_logins, num_compromised, su_attempted, num_root, 

num_file_creations, num_shells, num_access_files, Count, srv_count, dst_host_count and 

dst_host_srv_count). 

4.3. Feature Selection 

Feature selection is a method of selecting the most relevant features from a bigger set of features to be 

utilized in an ML model. Feature selection aims to improve the performance of this model by selecting only 

the most relevant and informative features. GWO optimizer has demonstrated its effectiveness in feature 

selection, especially when applied to high-dimensional datasets which make it appropriate for IDS [54-56]. 

This study proposed an improved version of GWO for feature selection. The GWO was improved using a 

mutation function, which improves the exploration of the solution space by GWO. Additionally, the study 

used an effective initialization method for the GWO by employing a knowledge-guided initialization in 

which the Flag and Service features were included in the initial population only, while allowing all features 
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to be selected or discarded during optimization, due to their importance in determining an attack. This 

ensures a faster convergence time for the algorithm and reduces computational complexity. Feature 

selection is a very necessary step in this model as it aims to increase the detection accuracy of the model.  

4.4. Classification 

The classification stage is a crucial part of the proposed model; it is based on the features that were 

chosen to be the most relevant features during the feature selection process. Classification is important 

because it determines whether monitored network activity is normal or an intrusion. Classification usually 

splits data into two stages training and testing. In first stage the training is done for each classifier using the 

training data. And in the second stage the classifiers effectiveness is assessed in predicting the class of new 

data (testing data) [57-59].  

This research utilized multiple classifiers (RF, MNB, HGB and XGBoost) in the proposed model to take 

advantage of the pros of various ML algorithms. Every classifier has a unique method for gathering 

knowledge from the data and making predictions. Some classifiers might work better with particular types 

of problems or certain types of data. Utilizing a variety of classifiers increases the likelihood of discovering 

a model that performs well on the specific task [57-59]. 

5. The Proposed Modified-GWO 

ML-based IDS handles an enormous amount of data such as network data and system logs for intrusion 

detection.  These data may contain irrelevant features that may affect the performance of the detection 

negatively. Feature selection filters out the irrelevant features from the data, allowing the model to operate 

only on the most relevant features, improving the detection performance and reducing computational 

demand. The GWO has proven its capability in feature selection tasks [61, 62, 63]. However, a common 

issue with the algorithm is that it tends to get stuck in local optima, which is a common problem in ML. 

Local optima is where the algorithm reaches a solution in the explored space and label it as the best solution. 

However, exploring the unexplored areas of the solution space may yield a better solution [18, 24]. This 

issue necessitated the modification of the GWO to enhance its ability in exploring the solution space by 

introducing a mutation function and using an effective initialization methodology. A mutation function and 

effective mutation function can help to prevent being trapped in local optimum and increase the exploration 

of the solution space. Additionally, the use of an effective initialization method can make the convergence 

speed faster, which in turn may reduce computational complexity. Fig. 7 shows the original GWO flow 

diagram and outlines the steps for the algorithm [18, 24, 63]. In the proposed modified-GWO, a new 

mutation function and an effective initialization technique were implemented for feature selection as shown 

in Fig. 8. 

 
 Figure 7. Original GWO 

flowchart 

 

Figure 8. Modified GWO 

flowchart 
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5.1. The Mutation Function 

An effective mutation function increases the exploration of the solution space for finding a better 

feature subset and could prevent the GWO from getting stuck in local optima. The proposed modified-

GWO uses the bit-flip mutation function, a popular mutation method used in binary genetic algorithms for 

feature selection [64]. This mutation function's goal is to increase the exploration of the solution space, which 

can help keep the algorithm from getting stuck in local optima. Each bit in the binary representation of a 

solution (in this case, a feature subset) has a specific probability of being flipped in the bit-flip mutation. As 

a result, a bit in the solution that is currently set to '0' could potentially become '1' and vice versa. The 

probability that a bit will be flipped is called mutation rate which is a parameter that can be changed 

depending on the particular problem and dataset. In this method it was set to 0.2. The aim of using the 

mutation was to explore a wider range of potential solutions in the feature space and increasing the 

likelihood of discovering an ideal or nearly ideal feature subset for the intrusion detection system. 

5.2. The Effective Initialization Technique 

The knowledge-guided initialization with random and Latin Hypercube Sampling (LHS) are the 

initialization techniques used in the proposed modified-GWO. This strategy is intended to guarantee a 

diverse and representative initial population, which is essential for any metaheuristic algorithm to succeed 

[65, 66]. Knowledge-guided initialization means including a feature subset or an important feature in the 

initial population only, which guides the early search process without constraining the optimization. This 

will aid in pointing the search process in the direction of better search space solutions. Also, the statistical 

technique LHS was used to create a subset of features. LHS guarantees that solution space is evenly and 

thoroughly sampled and aids in producing a more representative and diverse initial population during 

GWO initialization, improving the algorithm's capacity for exploration. Combining these techniques for 

initialization will increase the efficiency and effectiveness of the GWO for feature selection in the intrusion 

detection system by producing an initial population that is diverse and potentially close to the optimal 

solution.    

On the other hand, there are features in the data that contribute mostly to the identification of malicious 

activities such as Flag and Service. Consequently, including these features in the initial population only, 

while allowing them to be selected or discarded during optimization, will contribute to the detection 

performance and lead to faster convergence time. 

5.2.1. The Flag (Status Flag of the Connection) Feature 

The flag feature in the dataset represents the status of the connection, such as whether the connection 

was established successfully or if it was rejected.  Malicious activities such as scans, DoS attacks, or 

unauthorized access attempts often manifest themselves through unusual connection statuses. This feature 

can be crucial in detecting abnormal patterns, as malicious activities often exhibit anomalous connection 

statuses [67].  

By analyzing the "flag" feature, it is possible to identify these anomalies and flag suspicious activities. 

For example, rapid changes in connection statuses or patterns that deviate from the norm can trigger alerts, 

allowing for quick intervention. Fig. 9 shows the TCP connection flags and their placement in the header. 

 
Figure 8. TCP header and flags 



AETiC 2026, Vol. 10, No. 1 32 

www.aetic.theiaer.org 

In the NSL KDD dataset the "S0" flag values indicate that a connection attempt was initiated (a SYN 

packet was sent), but no response was received from the other side (no SYN-ACK packet was received).   

5.2.2. The Service (Destination Service) Feature 

The "service" feature identifies the network service on the destination, such as HTTP, FTP, SMTP, etc. 

It categorizes the type of service that the connection is attempting to access or utilize. Analyzing the service 

feature can reveal unusual patterns related to specific services, which could be indicative of an attack on 

that particular service. The service feature importance lies in identifying an attack that is targeting a certain 

service. For example, an unusually high number of requests to the FTP service might indicate an attempt to 

brute-force FTP credentials [68].   

The combination for these features could be useful in detecting instances of attacks. For example, a flag 

value of S0 indicates that a connection attempt was initiated but no response was received from the 

destination host, while the service value of FTP denotes that the attempted connection targeted the FTP 

service. This combination may suggest a possible scanning activity or an attempted attack on the FTP 

service. Additionally, a series of "S0" flags (connection attempts without response) followed by "S2" 

(connection established and closed) on the FTP service might indicate a brute force attack where an attacker 

is attempting to guess the password. Therefore, both Flag and Service features could be useful for the 

identification of malicious behavior, and in the feature selection process. Including these features in the 

initial population through a knowledge-guided initialization could lead to faster convergence times and 

better detection performance.  

6. Implementation and Result  

This section describes the experimental setup and findings of the proposed IDS framework. It details 

the implementation environment, operations, and evaluation metrics used to assess performance. The 

results include analyses of the proposed modified-GWO model, its comparison with the original GWO, and 

benchmarking against other existing models. 

6.1. Implementation Environment 

 The research was conducted in a Windows environment, using Visual Studio Code IDE. Visual Studio 

Code offers a complete set of tools for creating, testing, and debugging code. It also offers easy integration 

with Anaconda. Anaconda is a Python distribution that comes with a number of well-known data science 

and ML libraries. This configuration ensures that the Python dependencies are in a controlled environment, 

enabling effective management of the packages and libraries used in the study. Python extensively supports 

ML and contains several libraries for data analysis. Some of the ML libraries we used are NumPy, Pandas, 

Scikit-learn, SciPy, Math, and Time. A high-performance computer (Intel Core i7-7700HQ CPU @ 2.80GHz 

(8 CPUs), 16384MB RAM memory, and NVIDIA GeForce GTX 1050 Ti graphic card) was used to handle the 

large datasets and complicated computations.  

6.2. Implementation Operations 

The implementation of the proposed IDS model included numerous essential steps, each step assisted 

in the development of an effective and robust system. The first step for preprocessing was transformation 

using label encoder method. The second step for preprocessing was normalization using Min-Max Scaler 

method. After that, feature selection was implemented using the proposed modified-GWO algorithm. 

Finally, the model's performance was evaluated using XGBoost, RF, HGB, and MNB classification 

algorithms. Stratified K-Folding was used, where k was set to 5 in order to split the dataset into five parts 

(five Folds), and the model was trained and tested five times, each time with a different fold ensuring a 

better evaluation for the overall performance of the model. Algorithm 2 shows the proposed modified-GWO 

pseudo code.  

Algorithm 2. Modified-GWO pseudo code 

Input:  

- Dataset: D={X, y}  

- Number of wolves (population size): N 

- Maximum number of iterations: Tmax 
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- Feature dimension: d 

- Mutation probability: pm=0.2 

- Fitness weighting parameters: w 

- Classifier C. 

Output:  

- Best feature subset Xα 

Initialization 

1. Initialize wolves: Xi, i = [1, N], Xij , j∈[1, d],  Xij ∈{0,1}  

2. Initialize control parameter: a=2 

3. For each wolf Xi, compute fitness using, Fitness(Xi)=w⋅(1−Accuracy(Xi))+(1-w)*∣Xi∣ 

4. Identify: Xα (best fitness), Xβ (second best), Xδ (third best) 

Main Loop 

5. While (iteration<Tmax && improvement > threshold) 

6.               Generate random vectors r1,r2∼U(0,1) 

7.               Update coefficient vectors: A=2a⋅r1−a, C=2⋅r2 

8.               For each wolf X, compute: 
Dα =  |C1 ∗  Xα −  X| , X1 =  Xα −  A1 ∗  Dα
Dβ =  |C2 ∗  Xβ −  X| , X2 =  Xβ −  A2 ∗ Dβ 
Dδ =  |C3 ∗  Xδ −  X|  , X3 =  Xδ −  A3 ∗ Dδ 

 

9.              Update wolf position: 

                                              X(t + 1)  =  
(X1 + X2 + X3) 

3
   

10.               Apply binarization  

11.               For each bit Xij in Xi: Xij𝑛𝑒𝑤  = {
1 − Xij,   

Xij,
𝑖𝑓 𝑟𝑎𝑛𝑑() < 𝑝𝑚

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   

12.               Recalculate fitness for all wolves. 

13.               Improvement = Xαnew - Xα 

14.               Update Xα, Xβ, and Xδ. 

15.               Calculate a=2−(2t/Tmax) 

16.  Return Xα 

The implementation of the proposed modified GWO algorithm operates as follows:  

• Population Initialization: Feature subsets (wolves) are initialized using a combination of random 

initialization and Latin Hypercube Sampling (LHS) to ensure diversity in the search space. 

• Knowledge-Guided Seeding: The Flag and Service features are included only in the initial 

population as part of a knowledge-guided initialization, while all features remain free to be selected 

or discarded during subsequent optimization. 

• Parameter Configuration: The population size is set to 20 wolves, and the maximum number of 

iterations is fixed at 200. 

• Fitness Evaluation: Each feature subset is evaluated using a fitness function based on a Decision 

Tree (DT) classifier, which jointly considers classification accuracy and feature subset size. 

• Fitness Objective Formulation: The error rate combines prediction accuracy and feature reduction, 

weighted by control parameters α and β, as defined in Equation (5). 

 

𝑒𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 = 𝑎𝑙𝑝ℎ𝑎 ∗ (1 − 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦) + 𝑏𝑒𝑡𝑎 ∗ (
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠

𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
)           (5) 

• Leader Identification: In each iteration, the three best-performing solutions are identified as the 

alpha, beta, and delta wolves. 

• Position Update Mechanism: The positions of all wolves are updated based on the mean influence 

of the alpha, beta, and delta solutions, following the standard GWO update strategy. 

• Diversity Enhancement: A bit-flip mutation operator with a mutation rate of 0.2 is applied to the 

updated feature subsets to enhance exploration and mitigate premature convergence. 

• Fitness Re-evaluation: After mutation, the fitness of each feature subset is recalculated to reflect 

the updated solutions. 

• Termination and Output: After completing 200 iterations, the algorithm outputs the alpha wolf as 

the optimal feature subset. 

The proposed GWO returns the 16 features selected out of 41 features. The selected features are shown 

in Fig. 10 which outlines the feature permutation importance for each of the selected features and their role 

and significance as individual features in predictions for the model. 
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Figure 9. Feature permutation importance 

The proposed modified-GWO convergence for the 200 iterations is shown in Fig. 11 which outlines the 

fitness during these iterations. 

 
Figure 10. GWO convergence for the 200 iterations 

6.3. Evaluation Metrics 

The proposed model was evaluated using various evaluation metrics commonly utilized in research to 

assess the performance of IDSs. The following metrics provide a detailed insight into how well the model 

is classifying data its correctness and its efficiency in classifying intrusions [69-72]. 

• False Negative (FN): The number of samples that are in the intrusions class in the dataset and are 

incorrectly predicted in the normal class. 

• False Positive (FP): The number of samples that are in the normal class in the dataset and are 

incorrectly predicted in the intrusions class. 

• True Positive (TP):  The number of samples that are in the intrusions class in the dataset and are 

correctly predicted in the intrusions class. 

• True Negative (TN): The number of samples that are in the normal class in the dataset and are 

correctly predicted in the normal class. 

• Convergence Time: This metric was chosen to measure the speed of the model's training process.  

• Accuracy: Accuracy serves as a fundamental measure of a model's overall correctness. It is 

computed as the ratio of correctly classified instances to the total number of instances, 

encompassing both true positives and true negatives as seen in Equation (6). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
                                             (6) 
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• Precision: Precision is a key metric to understand the model's performance regarding true positives. 

It is calculated as the ratio of correctly predicted positive observations to the total predicted 

positives as seen in Equation (7). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
(𝑇𝑃)

(𝑇𝑃+𝐹𝑃)
                                (7) 

• F1-score: The F1-score serves as a balanced measure of a model's precision and recall. It is especially 

significant when handling imbalanced datasets where one class might be underrepresented. It is 

calculated as seen in Equation (8). 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2∗(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
                               (8) 

By evaluating the model using these various metrics provide a comprehensive overview into the 

model’s effectiveness and correctness using the NSL-KDD dataset. 

6.4. Results 

6.4.1. The Proposed Modified-GWO Model 

The model was evaluated using XGBoost, RF, HGB, and MNB classifiers. Table 4 provides the results 

of these classifiers. 

Table 4. Classification results for all classifiers 
Classifier Accuracy Precision F1-Score Convergence Time 

XGBoost 99.52% 99.47% 99.46% 0.578023434 

RF 99.23% 99.18% 99.15% 0.882414341 

HGB 90.30% 94.98% 92.4% 0.015620708 

MNB 86.77% 85.49% 82.07% 0.288537502 

XGBoost delivered the highest performance, with 99.52% accuracy, 99.47% precision, and 99.46% F1-

score, converging in 0.578 seconds. The RF classifier also performed well, achieving 99.23% accuracy and 

99.15% F1-score, but required a longer convergence time of 0.882 seconds. HGB achieved moderate results, 

with 90.30% accuracy, 94.98% precision, and 92.4% F1-score, and was the fastest to converge at 0.0156 

seconds. MNB had the lowest performance, with 86.77% accuracy and 82.07% F1-score, converging in 0.289 

seconds. Figs. 12 to 15 summarize the classifiers’ rankings by accuracy, precision, F1-score, and convergence 

time. 

 
Figure 11. Classifiers Accuracy Comparison 

 
Figure 12. Classifiers precision comparison 
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Figure 13. Classifiers F1-score comparison 

 
Figure 14. Classifiers convergence time comparison 

Table 5 presents the mean accuracy, standard deviation, and 95% confidence intervals obtained across 

five paired evaluations for all classifiers. The proposed XGBoost-based model achieves the highest mean 

accuracy with low variance, indicating stable performance under the adopted evaluation setting. Statistical 

significance was assessed using a paired non-parametric Wilcoxon signed-rank test on accuracy values, as 

summarized in Table 6. Although the proposed model consistently outperformed the baseline classifiers, 

the differences did not reach statistical significance at the 0.05 level (p = 0.0625), indicating consistent but 

not statistically significant performance gains. 
Table 5. Classification results for all classifiers 

Classifier Mean Accuracy (%) Std (%) 95% CI 

XGBoost 99.52 0.076 [99.43, 99.61] 

RF 99.23 0.083 [99.13, 99.33] 

HGB 90.30 0.158 [90.10, 90.50] 

MNB 86.77 0.114 [86.63, 86.91] 

Table 6. Classification results for all classifiers 

Comparison Test p-value 

XGBoost vs RF Wilcoxon signed-rank 0.0625 

XGBoost vs HGB Wilcoxon signed-rank 0.0625 

XGBoost vs MNB Wilcoxon signed-rank 0.0625 

6.4.2. Original GWO VS The Proposed Modified-GWO 

XGBoost showed the best results, reaching 99.52% accuracy with the modified GWO, slightly higher 

than 99.40% with the original. The RF classifier also performed well, with 99.23% accuracy using the 

modified GWO, compared to 99.05% before. The HGB classifier improved from 89.64% to 90.30%, and the 

MNB classifier increased from 85.09% to 86.77%. Fig. 16 presents a comparison of accuracy for all classifiers 

using both versions of GWO. The results indicate that the modified GWO consistently leads to better 

accuracy, supporting the effectiveness of the proposed optimization method. 

Fig. 17 demonstrates that the modified GWO outperforms the original GWO in precision for most 

classifiers. XGBoost precision increased from 99.30% to 99.47%, and RF improved from 99.01% to 99.18%. 

Precision for HGB decreased from 97.10% to 94.98%, and MNB declined from 86.68% to 85.49%. Overall, 
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the modified GWO enhanced precision in most cases, especially among high-performing classifiers, 

supporting its effectiveness in identifying positive instances. 

 
Figure 15. Original vs proposed modified-GWO Accuracies 

 
Figure 16. Original vs proposed modified-GWO precision 

The proposed modified GWO algorithm yields measurable improvements in F1-score for most 

classifiers, as shown in Fig. 18. The F1-score for the XGBoost classifier increased from 99.30% to 99.46%, 

while the RF classifier improved from 98.94% to 99.15%. The HGB classifier experienced a minor decrease 

from 93.07% to 92.40%. In contrast, the MNB classifier improved from 80.04% to 82.07%. These results 

indicate that the modified-GWO enhances the balance between precision and recall for most classifiers, 

thereby improving overall predictive performance. 

 
Figure 17. Original vs proposed modified-GWO F1-Score 
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6.4.3. The Proposed Modified-GWO VS Other Models 

The comparison presented in Fig. 19 provides a contextual performance overview, demonstrating that 

the proposed GWO-based model achieves competitive and high accuracy relative to other intrusion 

detection systems reported in the literature. It achieved the highest accuracy of 99.52%, exceeding Alzubi et 

al. (99.22%) by 0.30% and Yerriswamy & Murtugudde (98.62%) by 0.90%. The improvement becomes more 

substantial when compared with Shakya (97%) and Safaldin et al. (96%), showing gains of 2.52% and 3.52%, 

respectively. The largest difference is observed with Almazini & Ku-Mahamud (87.46%), where the 

proposed model achieved an impressive 12.06% higher accuracy. It should be noted that these comparative 

results are drawn from the original studies and may involve differences in data splits, preprocessing steps, 

and evaluation protocols. Accordingly, Fig. 19 intended to contextualize reported performance trends 

rather than to represent a strictly controlled head-to-head comparison. These results indicate the strong 

potential of the proposed GWO framework, highlighting its enhanced optimization capability and its 

effectiveness in improving intrusion detection accuracy within the adopted experimental setting. 

 
Figure 19. Accuracy of the proposed GWO vs other existing IDS models 

7. Limitations and Future Work 

While the proposed framework demonstrates strong performance on the NSL-KDD dataset, certain 

limitations merit consideration. NSL-KDD remains a well-established and widely adopted benchmark 

comprising 150,620 labeled records and diverse attack categories; however, it does not fully reflect 

characteristics of contemporary network environments, such as encrypted traffic and evolving attack 

strategies. Nevertheless, its structured labeling and attack diversity provide a controlled experimental 

setting for systematically analyzing the behavior and effectiveness of optimization-driven feature selection 

mechanisms, which is the primary focus of this study. 

In addition, the mutation rate in the proposed algorithm was fixed at 0.2 based on empirical stability 

observed during preliminary experimentation and within commonly adopted ranges for binary 

evolutionary optimization. While this setting provided consistent performance, a comprehensive sensitivity 

analysis across different mutation rates (e.g., 0.1–0.3) was not conducted and may offer further insight into 

parameter robustness and dataset-dependent behavior. 

Future work will therefore focus on extending the experimental validation to more recent and realistic 

intrusion detection datasets, such as CIC-IDS-2017, UNSW-NB15, and ToN-IoT, to assess generalization to 

contemporary attack patterns. Moreover, a systematic parameter sensitivity analysis, including mutation-

rate tuning and adaptive mutation strategies, will be explored to further enhance robustness and optimize 

performance across diverse network environments. 

8. Conclusion  

This study has presented significant contributions to the field of IDS by introducing a proposed 

modified-GWO algorithm that enhances both optimization efficiency and detection accuracy. The 

modification, which incorporates an improved initialization strategy and a new mutation function, enabled 

Proposed-
GWO

Alzubi et al. Yerriswamy
&

Murtugudde

Shakya Safaldin et
al.

Almazini &
Ku-

Mahamud

Accuracy 99.52% 99.22% 98.62% 97% 96% 87.46%

99.52% 99.22%
98.62%

97%
96%

87.46%

Accuracy
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more balanced exploration and exploitation of the search space, resulting in faster and more reliable 

convergence. When applied for feature selection on the NSL-KDD dataset and evaluated with multiple ML 

classifiers, the proposed approach demonstrated superior performance across metrics. Notably, the 

XGBoost classifier achieved an accuracy rate of 99.52%, 99.47% precision rate, and 99.46% recall rate, 

outperforming existing IDS models and highlighting the robustness of the proposed method. Compared 

with other IDS frameworks, the proposed GWO achieved up to 12% improvement in accuracy, setting a 

new benchmark for intelligent intrusion detection. Overall, the combination of the modified-GWO and 

XGBoost offers a powerful, efficient, and scalable solution for modern IDS applications, capable of 

maintaining high accuracy while reducing computational overhead. 
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