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Abstract: Air pollution is a big concern in developing countries due to its negative effects on both human well-

being and the environment. Collecting real-time values of air quality is challenging using traditional methods. 

Because they have limited coverage and may not accurately reflect pollution levels in a specific location. However, 

Advances in Internet of Things (IoT) technology and Machine Learning (ML) algorithms, can play a vital role in 

collecting and analyzing large amounts of air quality data, resulting in a more complete and exact knowledge of 

pollution levels. Throughout this work, based on several air pollutants including sulfur dioxide (SO2), ozone (O3), 

nitrogen dioxide (NO2), particulate matter (PM) 2.5, particulate matter (PM) 10 and carbon monoxide (CO) across a 

large urban region, we establish an IoT-based framework to collect real-time data. After collecting the real-time 

values, we applied two types of machine learning algorithms named regression and classification models including 

linear regression, decision trees (DT), random forest (RF), K-Nearest Neighbours (KNN), Naive Bayes (NB), and 

gradient boosting (GB), to analyze the gathered data and estimate pollution levels into good, satisfactory, moderate, 

poor and very poor. Among the machine learning models, RF outperforms the result. This work and the dataset 

will be helpful for researchers, environmental practitioners and agencies.  

Keywords: Air pollutant monitoring; AQI prediction; IoT; Machine Learning; Real-time values 

 

1. Introduction 

Air pollution has a widespread influence in a multitude of places across the Globe, providing a serious 

environmental and public health risk. Pollutants such as sulfur dioxide (SO2), nitrogen dioxide (NO2), 

particulate matter (PM), ozone (O3), and carbon monoxide (CO) have been linked to respiratory disorders, 

cardiovascular disease, and cancer [1]. 

Traditional methods of measuring air quality often rely on fixed sensors, which might provide 

restricted or erroneous information about pollution levels in a given region [2]. There are a lot of 
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applications of IoT like water quality monitoring, aqua fisheries, and tube well water monitoring [3-6]. 

However, recent advances in IoT technology and ML algorithms have simplified the accumulation and 

assessment of copious amounts of air quality data, allowing for a more complete and exact understanding 

of air pollution levels [7].  

To assess the amount of air pollution in a large metropolitan region by using machine learning 

techniques in conjunction with an IoT-based sensor network is the primary objective of the study [8]. A 

network of sensors strategically placed across the city collects data on various air pollution components, 

such as SO2, NO2, CO, PM2.5, and PM10. The collected data is examined using machine learning 

techniques to predict pollution levels depending on environmental factors [9-10].      

This research has several potential implications in the fields of environmental policy, urban 

development, and public health. Precise and real-time monitoring of air pollution levels can provide 

decision-makers with important information to help them make decisions that will reduce air pollution 

and protect public health [11]. Moreover, the comprehensive and elaborate information furnished by the 

Internet of Things (IoT) sensor network aids urban planners in pinpointing pollution hotspots in the city 

and formulating focused measures to mitigate the problem.      

Overall, this study emphasizes how IoT and machine learning technology may be used to improve 

public health outcomes and tackle challenging environmental issues. Modern technology combined with 

reliable data-gathering techniques has the potential to improve our comprehension of and response to the 

serious problem of air pollution in urban areas around the globe.  

key pollutants comprise: 

1. Particulate Matter (PM): PM particles can cause respiratory and cardiovascular problems including 

asthma, bronchitis, lung cancer, and heart disease because of their ability to enter the circulation 

and penetrate deep into the lungs. It's critical to stress the serious health risks that come with 

exposure to PM. In addition, PM can aggravate pre-existing medical disorders and irritate the 

throat, nose, and eyes [12]. 

2. Sulfur oxide (SOX): When mixed with other airborne substances, to create acid rain SOX can react, 

which has the potential to be harmful to some buildings, plants, and aquatic environments. 

Additionally, SOX emissions may lead to particulate matter formation, which can cause lung 

illnesses and have a negative impact on respiratory health.  

3. Nitrogen oxide (NOX): NOx is a pollutant that has been recognized as the cause of respiratory 

issues, significantly in susceptible segments, including children, the elderly, and those with 

underlying medical disorders. It also contributes to ground-level ozone creation. Including Asthma, 

other respiratory conditions potentially be made worse by elevated NOx levels [13]. 

4. Carbon monoxide (CO): Because CO is colorless and odorless, it can be difficult to detect without 

specialist equipment, making it a serious threat. Headaches, nausea, and dizziness are some of the 

symptoms that can arise with excessive CO exposure. It can potentially result in death in extreme 

cases [14]. 

5. Ozone (O3): Ozone is a problem as it has no smell and is invisible, making it difficult to detect 

without sophisticated equipment. High-level ozone exposure can cause a number of health 

problems, such as respiratory discomfort and the aggravation of pre-existing illnesses. The 

elevated ozone levels and extended exposure can trigger severe respiratory issues also detrimental 

impacts on one's health [14]. 

The dataset is available in Data Mendeley platform1 and this is the extended version of our previously 

published work [15]. The primary contributions of this paper as follows: 

 
1 https://data.mendeley.com/datasets/4r25x9sc7k/1 
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1. Creating real-time values by using IoT sensors like CO, SO2, NO2, O3, PM 2,5, and PM 10 from 

three different places in Dhaka and Gazipur districts, Bangladesh. And Arduino boards make it 

easier to gather data in real-time. This methodology facilitates ongoing surveillance of various air 

contaminants. 

2. Applying two types of machine learning algorithms regression type and classification type. For 

analyzing the sensor values, we used a linear regression model and classified the quality of the 

index into five categories good, satisfactory, moderate, poor, and very poor, we used classifier 

algorithms, named KNN, Logistic regression, Naïve Bayes, random forest, gradient boosting, 

decision tree etc. 

3. A variety of assessment criteria are used by the study to gauge how well the machine learning 

models are doing. These measures, which include regression metrics, F1 score, precision, recall, 

and Kappa score, offer a thorough assessment of the efficacy and accuracy of the model's 

predictions. 

To sum up, the focal points of the study are the prospects of IoT and machine learning to address 

complicated environmental problems and improve the wellness of the public consequences. There is 

potential for better knowledge and mitigation of the issues linked with global air pollution through cutting-

edge technology integration with meticulous data-gathering procedures.  

2. Literature Review 

Air pollution is a problem for both developed and developing nations, particularly in the latter cities, 

where industrial expansion continues [16]. Health issues linked to air pollution have increased faster 

frequency [17]. Consequently, there has been a lot of interest in raising public awareness of air quality 

through the monitoring of air pollutants. Air pollution could exert a negative impact on ecosystems and 

the environment, in addition to endangering human health [18]. Track the amounts of carbon monoxide 

(CO) and nitrogen dioxide (NO2) using IOT devices in Dhaka, Saini et al. [19] aim to compile a data set. 

Grounded on the outcomes of different sessions and measured values, it displays variance in CO and NO2 

emissions. Unfortunately, this approach lacks the utilize of machine learning techniques to forecast air 

pollution and also ignores important parameters like PM2.5 or PM10.  

The researchers proposed forecasting the air quality index utilizing two machine learning algorithms 

based on a secondary data-set named Central Pollution Control Board, India [20]. Payne et al. [21] proposed 

comparing uncertain output to supervised algorithms like Support Vector Machines, K-nearest Neighbour, 

and decision trees with unsupervised neural network techniques. Although neural networks perform 

better overall than these algorithms, they are unable to estimate air pollution levels on an hourly basis due 

to the use of pre-existing information. Parmar et al. [22], compared to other models specifically ANN, 

Random Forest, Decision Trees, Least Squares Support Vector Machine Model, and Deep Belief Network, 

require hourly data prediction. However, there are several issues with sensor quality due to manufacturing 

flaws in the device is an obstacle of that. According to Ali et al. [23], machine-learning methods are crucial 

for correctly estimating the air quality index. Auto-regression, artificial neural networks (ANN), and 

logistic regression can be used to calculate PM2.5 levels. The article's greatest findings are attributed to 

ANN. Molinara et al. [24] proposed indoor air quality monitoring using a microchip named SENSIPLUS 

consisting of sensors and machine learning models. Their accuracy is 75.01%. 

In [25], the researchers presented an IoT method for internal air quality observation utilizing VOC, 

aerosol, CO, CO2, and temperature parameters implemented at Hanyang University. In [26], the authors 

proposed an IoT framework for air quality index monitoring using only three parameters named PM 2.5, 

CO, and NOx. They also applied only three machine learning models to predict AQI. In [27], this paper 

proposed an IoT framework for air monitoring using only two sensors named MQ7 and MQ135 for 

measuring the CO and air quality. However, only using the MQ135 sensor makes it impossible to measure 
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the actual quality of the air. They also used machine learning for data analysis. In [28], The researchers 

experimented with an IoT setup for air quality observation. The system consists of LPG, Humidity, Smoke, 

Temperature, Carbon Monoxide, and PM2.5 and 10. However, they did not analyze the data by utilizing 

machine learning algorithms. In [29], the author applied machine learning algorithms to forecast the air 

quality index based on two secondary datasets namely geospatial dataset and urban air pollution data in 

China. In [30], this paper produced only one factor named PM 2.5 real-time values of air quality in a specific 

area like 1 km by 1km and 1-hour resolution in Beijing, China. They also applied only one machine learning 

model namely decision tree. The paper introduced an air quality observation system engaging two parts 

named IoT and machine learning. They used four sensors for producing PM, CO, NH3, Temperature, and 

Humidity. For data analysis, they applied the ARIMA model [31]. Table 1 describes the summary of the 

existing works. 

Table 1. Summary of the related works 

Ref. Location Parameters ML methods Key findings Limitations 

[19] Dhaka, 

Bangladesh 

CO, NO2 -- Dataset compilation with 

variance in CO and NO2 

emissions 

Dataset compilation with 

variance in CO and NO2 

emissions 

[20] India AQI -- Proposed forecasting AQI 

using machine learning 

Specific techniques and 

results not detailed 

[21]  AQI SVM, K-nearest Neighbour, 

Decision Trees, 

Unsupervised Neural 

Networks 

Neural networks perform 

better overall 

Unable to estimate hourly 

pollution levels due to 

reliance on pre-existing 

data 

[22] 

 

 AQI ANN, Random Forest, 

Decision Trees, LSSVM, 

Deep Belief Network 

Models require hourly 

data for accuracy 

Sensor quality issues due 

to manufacturing flaws 

 

 [23] 

 

 PM2.5 

 

 

Auto-regression, ANN, 

Logistic Regression 

ANN yields best results 

for PM2.5 estimation 

Does not address other 

pollutants 

 [24] 

 

 AQI Machine Learning Models 

 

Accuracy of 75.01% for 

indoor air quality 

monitoring 

Limited to indoor settings 

 

[25] 

 

Hanyang 

University 

 

VOC, Aerosol, 

CO, CO2, 

Temperature 

 IoT method for internal air 

quality observation 

ML techniques not 

detailed 

[26] 

 

 PM2.5, CO, 

NOx 

 IoT framework for AQI 

monitoring 

Limited parameters and 

ML models 

[27] 

 

 AQI 

 

Machine Learning for Data 

Analysis 

Insufficient for measuring 

actual air quality with 

only MQ135 sensor 

Limited sensor variety 

 

[28] 

 

 LPG, 

Humidity, 

Smoke, 

Temperature, 

CO, PM2.5, 

PM10 

 IoT setup for air quality 

observation 

 

No machine learning 

analysis 

 

[29] 

 

China AQI Various ML models Forecasting AQI using 

geospatial and urban air 

pollution data 

Secondary datasets only 

 

[30] 

 

Beijing, 

China 

 

PM2.5 

 

Decision Tree 

 

Real-time PM2.5 values in 

a specific area with 1 km 

by 1 km and 1-hour 

resolution 

Only one pollutant and 

one ML model used 

 

[31] 

 

 PM, CO, NH3, 

Temperature, 

Humidity 

ARIMA Model 

 

Integrated IoT and 

machine learning for air 

quality observation 

Limited to specific 

parameters and one ML 

model 
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3. Methodology 

The proposed methodology is illustrated in Figure 1 which visually represents this paper’s sequential 

steps and interactions. It provides a clear and structured overview of how tasks are completed, decisions 

are made, and information flows within the system.  

 
Figure 1. Proposed Methodology 

Table 2 provides a detailed summary of the maximum permitted levels of various contaminants in 

rural and ecological zones throughout different time periods. Permissible amounts are defined using 

several units of measurement, such as micrograms per cubic meter (µg/m³) for lead (Pb) and particulate 

matter (PM2.5, PM10), and parts per million (ppm) for gases including SO2, NO2, CO, and O3. These 

mandated concentration levels are critical in assisting politicians, environmental agencies, and researchers 

in assessing and regulating air quality in order to protect both public health and the natural environment. 

Furthermore, they create regulatory benchmarks to maintain acceptable air quality norms in rural and 

ecological environments. 

Table 2. WHO air quality standards where ppm = parts per million, µg/m³ = micrograms per cubic meter 

Pollutant Component Time avg. Ecological area Rural area 

CO 8-hr 5 ppm 10 ppm 

NO2 Annual 0.020 ppm 0.053 ppm 

PM10 Annual 10 µg/m³ 20 µg/m³ 

Pb Annual 0.5 µg/m³ 0.5 µg/m³ 

PM2.5 Annual 5 µg/m³ 10 µg/m³ 

O3 8-hr 0.080 ppm 0.100 ppm 

 SO2 24-hr 0.02 ppm 0.05 ppm 

3.1. IoT Framework Setup 

The MQ135 sensor, MQ131 sensor, MQ9 sensor, PM2.5 and PM10 sensor, and dust sensor are among 

the commonly utilized sensors for air quality monitoring. MQ-135: Among many air contaminants that 

may be detected by the MQ135 gas sensor are ammonia, benzene, and carbon dioxide. The MQ135 provides 

essential data for evaluating the overall quality of the air because of its excellent sensitivity and 

dependability. The MQ-9: With a focus on identifying dangerous gases like carbon monoxide and methane, 

the MQ9 sensor improves the system's capacity to recognize and measure other contaminants, allowing for 

a more thorough examination of the air quality. The connectivity of the MQ-9 is similar resembles that of 

the MQ-135. As for the dust sensor: Our IoT framework includes a dust sensor whose sole purpose is to 

gauge the number of airborne particles present. This information is essential for determining the total 

amount of particle pollution and for building a more thorough picture of the air quality in your immediate 
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area. The air quality is greatly threatened by particulate matter, and our architecture takes this into account 

by including PM2.5 and PM10 sensors. A thorough examination of airborne particulate pollution and its 

possible health effects is made possible by these sensors, which provide exact measurements of small 

particles and respirable coarse particles, respectively. Our IoT framework is built for dependable 

performance, simple usage, and seamless integration. The gathered data is sent to a cloud platform or 

central server so that it can be seen and examined instantly. Users are empowered to make educated 

decisions, carry out focused interventions, and help create living environments that are healthier and more 

sustainable with the use of intuitive dashboards and comprehensive reports. Take advantage of our 

cutting-edge IoT framework right now for unmatched air quality insights and a proactive strategy for 

pollution control. The complete hardware setup can be observed in Figure 2. 

 
Figure 2. Combined circuits with all the sensors 

3.2. Data Collection 

IoT devices were employed to gather real-time data on air pollution in Gazipur and Dhaka. Particulate 

matter 2.5, particulate matter 10, ozone, carbon monoxide, nitrogen dioxide, and other quantities were 

detected by fitting appropriate sensors into the hardware design. The Arduino IDE code was released to 

make connecting with Internet of Things devices easier. The Excel data streamer was started, and then the 

relevant Excel file was accessed. The IoT devices were connected to the PC using the appropriate COM port 

selected by the Arduino IDE. The "Start Data" option on the data streamer toolbar allowed real-time data 

to stream into the Excel sheet.  

IoT devices were able to continuously monitor and record air pollutants after they pressed the "Record 

Data" button to begin data collection. The "Stop Recording" button was clicked in order to end data 

collection. The "Stop Data" feature was used to halt data transmission between the computer and Internet 

of Things devices. To make analysis and interpretation easier, the collected data were stored in a designated 

file location. Future studies with decision-making processes on air pollution in Dhaka and Gazipur were 

made possible by this strategy. Additionally, it guaranteed a thorough evaluation and ongoing observation 

of air quality measurements. Table 3 shows the sample of the dataset with parameters. 

Table 3. Sample of the dataset with parameters. 

SO2 NO2 CO O3 PM2.5 PM10 

0.04 0.059 1.2 0.0525 57 73 

0.04 0.058 1.2 0.0525 59 71 

0.04 0.056 1.2 0.0525 59 70 

0.04 0.056 1.2 0.0525 58 70 

0.03 0.051 1.2 0.0525 61 69 

0.03 0.046 1.1 0.0525 61 70 
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0.03 0.049 1.1 0.0525 57 66 

0.03 0.045 1 0.0525 60 71 

0.04 0.047 1.1 0.0525 60 72 

0.03 0.047 1.1 0.0525 63 74 

0.04 0.045 1 0.04 68 76 

3.3. Preparing Data 

The dataset is fed into our Python code before the necessary libraries are loaded. The dataset comprises 

readings from sensors measuring SO2, NO2, CO, O3, PM2.5, and PM10 levels at the current location, 

alongside their respective air quality ratings. As a result, there are eleven columns in this dataset, and the 

number of rows varies according to the length of the data record. Lastly, we export this dataset from Excel 

as a.csv file. Due to certain station data being categorized as NAN or unavailable, the source's data contains 

more noise than usual. We pre-processed the data to eliminate outliers in order to mitigate this. Compared 

to consistent and reliable findings, these anomalous data points show greater fluctuation and are mainly 

caused by broken sensors or transmission faults. To find the top and lower quartile ranges, we employed 

boundary value analysis (BVA) on the data set to identify these outlier points. 

Figure 3 shows correlation heatmap of the collected air quality factors. A correlation heatmap serves 

as a visual representation illustrating the correlations among multiple variables through a color-coded 

matrix.  It operates like a color chart that delineating the degree of association between various variables. 

Correlation values typically range from -1 to 1., with 1 signifies a perfect positive correlation, -1 signifies a 

perfect negative correlation, and 0 implies no correlation between variables. 

 
Figure 3. Correlation heatmap of all the sensors. 

3.4. Test Train Splitting 

The training set is employed to instruct the model, whilst the testing set determines how effectively 

the model can generalize newly discovered data. When 20–30% of the data is used for testing and 70–80% 

for training, the best outcomes are obtained. To utilize an 80/20 split for training and testing, one needs to 

import the train_test_split package from Sci-kit. Machine learning techniques for air pollution regression 

problems include random forest, decision tree, and linear regression. The logistic regression, decision tree, 

random forest, and KNN models were selected for classification in order to forecast air pollution. 
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3.5. Machine Learning Model 

Predicting air pollution can be aided by the application of machine learning algorithms. Machine 

learning, a subdivision of artificial intelligence, facilitates implementations to dependably predict results 

without the need for custom coding. Machine learning algorithms use available data as input to anticipate 

new results. With machine learning (ML), a computer program can process large amounts of data and draw 

conclusions without further guidance.  

3.5.1. Linear Regression (LR) 

In straightforward terms, LR entails matching a straight line via a scatter plot of data points such that 

the line most accurately depicts the trend or pattern in the data. The formula 1 of the line is commonly 

depicted. 

𝑦 = 𝑚𝑥 + 𝑏                                                                                                                                                            (1) 

where, y = dependent or outcome variable, x = independent or predictor variable, m = slope of the line, b = 

the y-intercept of the line.  

3.5.2. Decision Tree (DT) 

A DT is a discontinuous, nonlinear structure that serves as a model by making decisions depending 

on an input set of attribute values. This kind of model is adaptable and can handle both regression and 

classification problems. It is a member of the supervised learning class of machine learning algorithms. To 

create judgments depending on the incoming data, decision trees use a sequence of operations [32]. 

3.5.3. Random Forest (RF) 

Several decision trees are combined in RF, an ensemble learning approach in machine learning, to 

improve prediction accuracy. During training, this approach builds many decision trees and combines their 

predictions to furnish a more accurate and dependable outcome. A haphazard segment of features and a 

haphazard sample of the data with replacement (bootstrap sampling) are used to train each tree in the 

haphazard forest. Either by averaging the forecasts or by choosing the majority vote from all the trees in 

the forest, the final prediction is obtained for both regression and classification issues. Renowned for its 

ability to manage high-dimensional data, address missing values, and reduce overfitting risk, Random 

Forest is a robust and widespread technique for a variety of machine-learning applications [33]. 

3.5.4. K-Nearest Neighbours (KNN) 

KNN is a lazy learning algorithm. It does not construct a clear model while the method is being trained. 

Rather, it keeps the whole training dataset and uses it to generate predictions when testing. KNN is easy 

to build, doesn't require any presumptions regarding the distribution of the underlying data, and may be 

used for regression tasks as well as binary and multiclass classification [34]. However, KNN can provide 

computational difficulties since it may need a lot of resources, and its effectiveness may depend on 

variables like the distance metric and K selection. Moreover, it could not function well with big datasets or 

noisy data. 

3.5.5. Gradient Boosting (GB) 

A potent machine learning technique called gradient boosting is famous for its capacity to generate 

precise forecasts by repeatedly improving poor learners into robust predictive models. Gradient boosting, 

in contrast to some other algorithms, concentrates on improving the performance of the model by reducing 

mistakes in later rounds. An ensemble of decision trees is progressively constructed, with each additional 

tree being taught to fix the mistakes caused by the ones that came before it. Gradient boosting may be 

utilized for both regression and classification tasks and is very skilled at managing a wide range of data 

formats. In addition to being adaptable in managing outliers and missing values, it typically performs well 

even with noisy data [35]. 
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3.6. Air Quality Index Monitoring  

In this part, we find out the AQI index into five classes named Good, Satisfactory, Moderate, Poor and 

Very Poor. After validating the experimental work, in Kuril Bishwa Road, air is mostly moderated and 

Uttara’s air is good. And Tongi’s air is poor. 

4. Result and Discussion 

This section showcases the discoveries and results of the investigation. It typically involves statistical 

analyses, simulations, visual representations, and textual explanations to present the outcomes clearly and 

systematically.  

4.1. Simulation and Calculation of Air Quality Index (AQI) 

According to the linear segmentation principle, the equation 2 can be used for calculating the AQI. 

𝐼𝑖 =
𝐼𝑚𝑎𝑥−𝐼𝑚𝑖𝑛

𝐵𝑚𝑎𝑥−𝐵𝑚𝑖𝑛
 × (𝐶𝑝 − 𝐵𝑚𝑖𝑛) + 𝐼𝑚𝑖𝑛                                                                                                                   (2) 

Here, 𝐵𝑚𝑎𝑥  and 𝐵𝑚𝑖𝑛  are the breakpoints of AQI where 𝐵𝑚𝑎𝑥  is greater than or equal to the given 

concentration and  𝐵𝑚𝑖𝑛  is less than or equal to the given concentration, 𝐼𝑚𝑎𝑥  is equal to AQI value 

corresponding to 𝐵𝑚𝑎𝑥  , 𝐼𝑚𝑖𝑛  is equal to AQI value corresponding to 𝐵𝑚𝑖𝑛  , 𝐶𝑝  is equal pollutant 

concentration. 

Table 4 and Table 5 exhibit the AQI categories as well as the ranges for pollutants. PM2.5, NO2, O3, 

and SO2 are all measured in g/m3, and CO is measured in mg/m3.  

Table 4. AQI Category Range 
Range AQI Category  

0-50 Good  

51-100 Satisfactory 

101-200 Moderate  

201-300 Poor  

301-400 Very Poor  

Table 5. Air Pollution factors Category Range where CO is in mg m-3 and others is in µg m-3 

Category  PM2.5 NO2 O3 CO SO2 

Good  0-30 0-40 0-50 0-1.0 0-40 

Satisfactory 31-60 41-80 51-100 1.1-2 41-80 

Moderate  60-90 81-180 101-168 2.1-10 81-380 

Poor  91-120 181-280 169-208 10.1-17 381-800 

Very Poor  121-250 281-400 209-748 17.1-34 801-1600 

There are other methods or formulas for calculating AQI; however, this is one of the more popular or 

often used forms. Figure 4 displays the AQI range and associated health effects. 

 
Figure 4. WHO AQI standard level 
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The data acquired includes many columns of sensor readings from Dhaka's Tongi, Uttara, and Kuril 

regions. Each column depicts pollutant data, demonstrating the relationship between pollutant 

concentrations and their corresponding indicators. Algorithm 1 shows an example computation of the Air 

Quality Index (AQI) for carbon monoxide. 

Algorithm 1. Carbon Monoxide Sub-Index measurement 
def co_sub_index(s1): 

    if s1 <= 1: 

        return s1 * 50 / 40 

    elif s1 <= 2: 

        return s1 + (s1 - 1) * 50 / 40 

    elif s1 <= 10: 

        return 100 + (s1 - 2) * 100 / 8 

    elif s1 <= 17: 

        return 200 + (s1 - 10) * 100 / 7 

    elif s1 <= 34: 

        return 300 + (s1 - 17) * 100 / 17 

    elif s1 > 34: 

return 400 + (s1 - 34) * 100 / 17 

    else: 

        return 0; 

Algorithm 2. AQI_Range Calculation 
def AQI7level(s1): 

    if s1 <= 50: 

        return "Good" 

    elif s1 <= 100: 

        return "Satisfactory" 

    elif s1 <= 200: 

        return "Moderate" 

    elif s1 <= 300: 

        return "Poor" 

    elif s1 <= 400: 

        return "Very Poor" 

    else: 

        return np.NaN 

 
Figure 5. Pair plot for all sensors 
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Using the same computation approach as for carbon monoxide (CO) AQI, analogous calculations were 

used to determine the individual AQI values for sulfur dioxide (SO2), nitrogen dioxide (NO2), ozone (O3), 

particulate matter with a diameter of 2.5 micrometers or smaller (PM2.5), and particulate matter with a 

diameter of 10 micrometers or smaller. The highest pollution value recorded at a certain site is used to 

calculate the AQI. The AQI is calculated using the greatest sub-index among all contaminants found. 

To determine the AQI range, we used an if-else statement that defined the range based on the WHO 

AQI standard. As a result, the final dataset was adjusted to include the AQI range. Algorithm 2 outlines 

the procedure and outcomes of calculating the AQI range. 

A pair plot of the collected sensor data is shown in Figure 5, which aims to highlight the relationships 

between various pairs of values acquired from various sensors. By displaying patterns, trends, and 

connections between the measured variables, this plot helps the viewer visually examine the data. 

Understanding the interconnectedness of data from various sensors may be gained by examining the 

location and distribution of dots on the plot. But a thorough comprehension requires having access to the 

precise number or fine-grained details of the sensor data. 

4.2. Evaluation 

We partition the dataset into response and predictor variables for the application of machine learning 

models. Within regression analysis, the Atmospheric Quality Index (AQI) serves as the response variable, 

while in classification tasks, AQI functions as a predictor with AQI_Range as the target variable. 

Subsequently, the dataset undergoes a split into training and testing sets prior to model implementation. 

Figure 6 depicts the AQI values based on their range. We used numerous assessment measures to 

assess the effectiveness of the regression model, including root mean square error (RMSE), mean absolute 

error (MAE), r2 score, and R-squared. A low RMSE combined with a high R-squared value indicates that 

the model is accurate. Furthermore, the classification model's assessment criteria include the precision 

score, recall score, F1 score, and Kappa score. A high Kappa value suggests that the model is highly 

accurate. 

 
Figure 6. AQI values according to AQI Range 

Additionally, we assessed the precision of the classifier model by calculating accuracy scores for all 

the classification models utilized in the investigation. With this model, it is feasible to manually input the 

predictor values and obtain the predicted atmospheric quality range. As indicated by the findings depicted 

in Figure 7, it is apparent that the decision tree model tends overfitting, whereas the Random Forest model 

demonstrates superior performance as a regression model for forecasting purposes. 



AETiC 2024, Vol. 8, No. 3 28 

 
Figure 7. R squared values of the evaluated model 

Figure 8 shows the accuracy of all the classification models. From the Figure 8, it is cleared that 

Random Forest outperforms the accuracy. 

 
Figure 8. Accuracy score of the model 

Table 6 illustrates the regression result of the models. A moderate level of performance was observed 

with linear regression, resulting in a Mean Absolute Error (MAE) of 9.43 and a Root Mean Squared Error 

(RMSE) of 20.04. The model's R-squared (R2) value was recorded at 0.505, elucidating approximately 50.5% 

of the variance. The Decision Tree Regressor exhibited more pronounced errors, displaying an MAE of 

11.76 and an RMSE of 25.34. However, it attained a notably high R2 score of 0.995, signifying an excellent 

fit to the dataset. 

Table 6. Regression results for ML model 

Model RMSE MAE R Squared 

LR 20.04 9.43 0.505 

DTR 25.34 11.76 0.995 

RFR 18.73 9.00 0.930 

GB 17.86 8.34 0.60 

Random Forest Regressor (RFR) outperforms by achieving the value of MAE of 9.00 and an RMSE of 

18.73. The model takes into account almost 93 percent of the variation with the R2 value of 0.930. Gradient 

boosting was the technique that performed the best and had the fewest mistakes (MAE of 8.34 and RMSE 

of 17.86). Its R2 score of 0.60 indicates that the model can elucidate close to 60 percent of the variance. 
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Significantly, Gradient Boosting exhibited the lowest errors and the most favourable R2 value among the 

models evaluated, demonstrating its superiority in addressing the regression problem. These findings 

underscore the effectiveness of gradient boosting in regression analysis. 

Table 7. Evaluation Metrics score table 

Model Precision (%) Recall (%) F1 (%) Kappa (%) Accuracy (%) 

LoR 93.0 93.0 93.0 20.6 93.0 

DTC 95.4 95.4 95.4 67.1 95.4 

RFC 97.2 97.2 97.2 78.7 97.2 

KNN  97.0 97.0 97.0 76.0 97.0 

NB 94.0 94.0 94.0 65.0 94.0 

Table 7 showcases assessment metric scores for different models, encompassing Precision score, Recall 

score, F1 score, and Kappa score. The Random Forest Classifiers displayed the highest scores across all 

metrics, highlighting robust performance in classification tasks. The Random Forest classifier (RFC) beats 

the performance results by achieving an accuracy of 97.2%, a Precision of 97.2%, an F1 of 0.972%, a Recall 

of 0.972%, and a Kappa of 0.787%. The most accurate algorithm is RFC, which outperforms all others. These 

findings offer valuable insights into the efficacy of various algorithms, suggesting that RFC could be 

particularly suitable for the classification task at hand. When selecting appropriate algorithms for similar 

tasks in the future, researchers and practitioners may find these results to be informative and beneficial. 

4.3. Prediction 

Figure 9 illustrates a visual depiction of the observed and forecasted Atmospheric Quality Index (AQI) 

employing the decision tree regression model. Likewise, AQI prognostications can be generated utilizing 

all the other regression models. 

 
Figure 9. Observed value vs. forecasted value of AQI 

4.4. Comparison with Existing Works 

This section presents a comparison between our research and previous studies on air pollution 

detection and forecasting. It is essential to underscore that our methodology utilizes distinct datasets 

compared to earlier investigations. Unlike other research endeavours relying on secondary data, our study 

exclusively utilizes real-time data. Additionally, our original dataset has not been previously employed for 

similar purposes. Our study distinguishes itself through its distinctive dataset and approach, despite the 

presence of several notable studies focusing on air pollution detection utilizing IoT devices, and prediction 
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employing machine learning or deep learning methodologies. To provide a comprehensive overview, we 

present a comparative analysis in Table 8. 

Table 8. A Comparison with previous works 

Paper ML\DL Used Method Accuracy 

[29] ML IoT and Machine Learning  

[45] DL IoT and Deep Learning  

[46]  IoT Based Proposed System  

[47]  IoT Based Proposed System  

[28] ML IoT and Machine Learning  

[27] ML IoT and Machine Learning 90% 

Our Work ML IoT and Machine Learning 97.2% 

5. Conclusion and Future works 

This study involved the real-time gathering of air pollutant data, including particulate matter 10, 

sulfur dioxide, ozone, nitrogen dioxide, particulate matter 2.5, and carbon monoxide, using IoT devices 

installed in three locations in Dhaka and Gazipur, Bangladesh. The dataset was then processed using 

machine learning methods such as regressors and classification models. Notably, the Random Forest 

classification model performed exceptionally well, with an accuracy of 97.2%. In regression analysis, MAE, 

RMSE, and R-squared were measured. Gradient Boosting outperformed linear regression in terms of R-

squared and MAE. The findings highlight the potential of IoT and machine intelligence in providing 

complete information on air pollution levels. This research has the potential to inform the establishment of 

effective policies and activities to reduce the negative effects of air pollution on the environment and public 

health. 
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