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Abstract: In the realm of deep learning, the prevalence of models with large number of parameters poses a 

significant challenge for low computation device. Critical influence of model size, primarily governed by weight 

parameters in shaping the computational demands of the occlusion removal process. Recognizing the 

computational burdens associated with existing occlusion removal algorithms, characterized by their propensity 

for substantial computational resources and large model sizes, we advocate for a paradigm shift towards solutions 

conducive to low-computation environments. Existing occlusion riddance techniques typically demand substantial 

computational resources and storage capacity. To support real-time applications, it's imperative to deploy trained 

models on resource-constrained devices like handheld devices and internet of things (IoT) devices possess limited 

memory and computational capabilities. There arises a critical need to compress and accelerate these models for 

deployment on resource-constrained devices, without compromising significantly on model accuracy. Our study 

introduces a significant contribution in the form of a compressed model designed specifically for addressing 

occlusion in face images for low computation devices.  We perform dynamic quantization technique by reducing 

the weights of the Pix2pix generator model. The trained model is then compressed, which significantly reduces its 

size and execution time. The proposed model, is lightweight, due to storage space requirement reduced drastically 

with significant improvement in the execution time. The performance of the proposed method has been compared 

with other state of the art methods in terms of PSNR and SSIM. Hence the proposed lightweight model is more 

suitable for the real time applications with less computational cost. 
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1. Introduction 

Use of facial recognition technology among the various biometric methods has increased in the age of 

digital information. Face being obscured by a mask has made facial recognition difficult, leading to 

stringent identification requirements. Occlusion is the term used to describe obstruction of the face image 

by external objects, such as glasses, a mask, a scarf, or hair. Occlusion causes the loss of details or features 

that are necessary for identifying an image. For acquiring the facial images from occluded images, a 

variety of occlusion removal methods, including machine learning [1] and GAN-based method [2], are 

available. The goal of this work was to develop an intelligent system that would reduce the model size 

while maintaining accuracy by using pix2pix to remove occlusion. Due to their promising performance in 

the unsupervised mode of operation, GAN algorithms were examined. 

Deep Learning approaches, when compared to other state-of-the-art methods, have a significant 

impact on a variety of fields due to their higher accuracy and efficiency. Generative adversarial networks 

(GAN) are deep neural networks that automatically detect and learn the patterns in input data. Deep 

Learning is a subset of machine learning in which model building is the crux. In deep learning, a model is 
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created from experience, where the model is put through a series of tasks and learns from them. Deep 

learning is more of predictive modelling, and the complexity of learning increases with how deep the 

model is with the number of layers. As the number of layers’ increases, delicate and detailed prediction 

are made based on learning [3]. This, in turn, is directly proportional to precision. When the number of 

layers’ increases, the model size also increases.  

Most state-of-the-art deep neural network approaches focus on accurate models with the increase in 

the number of layers, parameter nodes, and availability of graphics processing units (GPUs) with solid 

computing capabilities, making the model complex but flawless. As a result, the large model frequently 

becomes resource-intensive, time-consuming, and memory-intensive. Hence, model compression is 

required to integrate artificial intelligence into embedded systems without affecting the model's accuracy. 

Its application in low computation devices as a compressed model decreases execution time, making it 

suitable for real-time applications. Compressed models are more effective in scenarios where models are 

updated in real-time or in larger size than the initial model, and model inference adds deployment 

overhead. The model size can affect the deployment cost if the model is hosted on a server [4]. As the scale 

of the model grows, so does the cost of deployment. 

To address this problem, this study aims to introduce a novel contribution of compressed model 

which can be utilized for removal of occlusion in face images. In this approach, dynamic quantization and 

a GAN is used to create a lightweight model. It works by quantizing the weights of the model to a lower 

precision. The model in our work was able to generate images without occlusion with minimal loss and 

lightly reducing execution time. This is important for applications where storage space and/or 

computational resources are limited. After compression, the model size was reduced considerably without 

compromising efficiency. The experimental analysis demonstrates that the suggested model outperforms 

current state-of-the-art approaches with a structural similarity (SSIM) of 0.895 and a peak to signal ratio 

(PSNR) of 27.18dB.     

2. Literature Survey 

Deep neural networks have received a lot of interest and have been the topic of extensive research 

and study. With many parameters, nodes, and layers, neural networks are becoming increasingly 

complicated. The output of the complexity has got both pros and cons. The advantage is that as the 

number of layers’ increases, the features become more apparent, the model becomes more promising with 

the problem or task given, and the outcome becomes more precise. The drawback is that as the number of 

layers, nodes, and parameters rises, the model grows in size, requiring more computation, memory use, 

calculation time, and high computational hardware. Several approaches have been developed to stabilize 

model compression. 

We provide an overview of recent literature examining occlusion removal and compression strategies 

utilizing diverse methodologies. This review encompasses several approaches for addressing occlusions 

in facial images, along with GAN-based techniques specifically designed for occlusion removal. 

Additionally, it delves into the multifaceted realm of compressing and enhancing Generative Adversarial 

Networks (GANs) to cater to a range of facial image processing tasks. Each article proposes a different 

technique for compressing GANs, such as iterative pruning, co-evolutionary techniques, self-growing and 

pruning methods, knowledge distillation, and quantization. These techniques vary in complexity, 

effectiveness, and suitability for different GAN architectures and applications. 

Face completion is done with the aid of a deep generative network. A generator with two adversarial 

loss functions, two discriminators, and a parser network make up the GAN-based network [5]. After 

being initially masked with noise pixels on a randomly selected region, the input is then sent into an auto- 

encoder, which is the generator part of a GAN. Two discriminators are utilized to distinguish between 

genuine and false synthesized contents in the mask and the complete produced image. The model is able 

to generate realistic face completion results, which makes it a valuable tool for a variety of applications. 

The drawbacks of the work are that some misaligned faces are too complex for the model to handle. The 

addition of 3D data can help to relieve this. The spatial connections between nearby pixels are not 

adequately taken advantage of by the model.  
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Face image unmosaicing is done by an approach called UMGAN [6], which is an image-to-image 

translation method.  A Generative Adversarial Network (GAN) based methodology using perceptual loss 

for generating a unmosaiced facial image with fine details from a mosaiced image. The authors suggest a 

potential new technique for extracting latent semantic structure from mosaiced images called the GAN 

approach to image unmosaicing.  As performance measures, SSIM, L1 loss, and perception loss are 

employed. The CelebA and MIT-CBCL picture datasets were used by the authors to test their 

methodology and achieved a low level l1 loss and high level SSIM loss.  

Both articles [5] and [6] focus on image restoration tasks using GAN-based methods. These methods 

leverage GANs and perceptual loss functions to generate realistic and detailed images from corrupted or 

incomplete inputs. Face completion and image unmosaicing have demonstrated efficacy but are hindered 

by limitations in handling complex image structures and spatial connections between nearby pixels. There 

is a need for novel approaches that can effectively address these challenges, potentially leveraging 3D 

data to enhance performance. 

An image-to-image translation technique based on a Generative Adversarial Network, the 

microphone from the facial picture is eliminated by an approach called MRGAN [7]. The main aim is to 

remove the microphone from the image and fill the hole using facial semantic details, and this is carried 

out in two phases by an inpainter and refiner. To train the model, the authors combined adversarial loss, 

reconstruction loss, and perceptual loss. This makes sure that the generated images are accurate and are 

similar to the ground truth. The model was trained using a dataset of artificially created facial photos and 

microphones. The drawbacks of the work are that users must basically provide the microphone region 

according to the approach. This might be a challenging task, particularly for pictures with intricate 

backgrounds. Only a synthetic dataset of microphone-capable facial photos is used to train the algorithm. 

As a result, the approach might not work as effectively when used with real-world facial photos and 

microphones. The method is computationally expensive. This means that it may not be practical for real-

time applications. 

Unmasking of the face image is done using a GAN based network using two discriminators [8]. The 

authors train their model on a GAN-based network. Two discriminators are present in the network: one is 

used to learn the overall structure of the face, and the other is used to learn the deep missing region. Here, 

for the mask region, the model automatically creates a binary segmentation. Removes the mask while 

maintaining the overall coherence of the facial structure and synthesizes the afflicted area with precise 

details. The disadvantage of the work is that a paired dataset of photos with and without masks is needed 

for the procedure. This can be difficult to obtain, especially for real-world images. The method is 

computationally expensive. This means that it may not be practical for real-time applications. 

Articles [7] and [8] address similar challenges in image manipulation, specifically microphone 

removal from facial images and unmasking of faces, respectively. While article [7] focuses on removing 

microphones from facial images, article [8] deals with unmasking faces obscured by masks. Both methods 

employ GAN-based networks and utilize discriminators to ensure the accuracy and coherence of the 

generated images. 

Model compression is an optimization technique for shrinking the network's size without 

compromising performance. The model can be compressed in two ways: the first is by using a method for 

compressing neural networks during the training process, and the second is by using a technique for 

compressing trained neural networks. Different approaches for model compression include pruning, 

quantization, low-rank approximation and sparsity, neural architecture search, efficient architecture 

design, and knowledge distillation [3,9,10]. Several survey studies on deep learning compression exist, but 

those studies, on the other hand, tackle general deep learning algorithms rather than GAN-specific 

concerns. 

Various research has been carried out to see how compressed GAN may be used in an embedded 

setting. To maintain network quality, the authors [11] used multiple iterative pruning methods in 

StarGAN during and after training. In this method, a compressed generator's training is supervised by a 

trained discriminator. The authors demonstrate how their method can produce a convincing performance 

even in highly sparse settings. This means that even if the compressed generator is much smaller than the 

original generator, it can still generate images of good quality. The shortcomings of the work are that not 

all GAN applications respond well to the approach. This shows that the strategy might not be suitable in 
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all situations. The technique is less efficient than other compression methods. The authors discovered that 

while other strategies can get a compression rate of 50% or more, their method only yields a compression 

rate of 25%. The approach hasn't been fully explored yet. The authors admit that they haven't yet tried to 

obtain very aggressive compression rates or to apply the technique to other GAN applications.    

In paper [12], the Cycle-consistent generative adversarial network (CycleGAN) is compressed using a 

co-evolutionary technique based on a genetic algorithm, with discriminator loss being utilized to find 

unnecessary filters for pruning. The paper's authors suggest a co-evolutionary method for compressing 

GANs. In order to repeatedly investigate the most crucial convolution filters, this method works by 

encoding the generators for two picture domains as two populations and synergistically optimizing them. 

The number of parameters, a discriminator-aware regularization, and cycle consistency are used to 

determine each population member's fitness. This guarantees the compressed generators' effectiveness 

and compactness. Extensive tests performed on reference datasets show how effective the suggested 

approach is. The authors demonstrate how their approach may significantly increase compression rates 

while preserving the quality of the resulting photos. 

In self-growing and pruning GAN (SP-GAN) [13], pruning technique minimizes excessive network 

growth by removing feature maps with higher correlation in each layer. For the creation of realistic 

images, the authors suggest a new SP-GAN. This approach can enhance the stability and effectiveness of 

network training by dynamically adjusting the size and design of a network throughout the training 

phase. Two seed networks that will serve as the generator and discriminator in the SP-GAN approach are 

initially trained. These seed networks are manageable and compact. The convolution kernels of each seed 

network are then duplicated in a self-growing process to increase the scale of the network. In order to 

achieve the ideal network scale, they apply a pruning approach to lessen the redundancy of the enhanced 

network. The downside of the paper is that it can be expensive computationally to implement the self-

growing and pruning methods. This is due to the network's ongoing updating and the loss function's 

dynamic adaptation to various training phases. 

Extra learnable layers are avoided using Knowledge Distillation with Kernel Alignment [14], which 

makes feature representations from the two models identical. In their approach, a teacher network serves 

as a search area to locate effective network architectures. Additionally, the authors provide a one-step 

pruning technique that looks for student architecture in the teacher model. This approach eliminates the 

need for l1 sparsity regularization and significantly lowers the cost of searching. The maximization of 

feature similarity between the instructor and student models is another method the authors suggest for 

condensing knowledge. They gauge feature similarity using an index called Global Kernel Alignment 

(GKA). A limitation of their work is that the ability of generative models to synthesize high-quality 

images under highly constrained computational budgets remains uncertain. 

The authors [15] have used channel pruning and knowledge distillation to condense unconditional 

GANs. In this study, the authors suggest compressing unconditional GANs. Their strategy combines 

content awareness, knowledge distillation, and channel trimming. The authors' method significantly 

outperforms the most recent compression technique. They cut StyleGAN2's flops by 11 with almost 

perceptible image quality degradation. According to the authors, the content-aware compression method 

may not be effective for all types of content and the compressed models may not be as effective for all 

tasks as the full-size models. The proposed compression pipeline is more complex than previous methods, 

according to the authors. This suggests that deployment and implementation may be more challenging. 

The proposed quantization [16] scheme aims to improve efficient and accurate on-device inference 

for deep learning models, especially on mobile devices. Utilizes integer arithmetic to approximate 

floating-point computations in neural networks, leading to a 4× reduction in model size and improved 

inference efficiency, particularly on ARM CPUs. This advancement enhances the tradeoff between latency 

and accuracy in computer vision models, making real-time visual recognition feasible on low-end phones. 

The synergy between quantization and efficient architecture design suggests integer-arithmetic-only 

inference as a key enabler for widespread deployment of AI technologies on resource-constrained devices. 

One potential disadvantage of the proposed quantization scheme is the risk of accuracy degradation 

during the quantization process. While the co-designed training procedure aims to preserve model 

accuracy post-quantization, there may still be some loss of precision, particularly in complex models or 

tasks requiring fine-grained distinctions. 
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The quantization technique [17] is applied to different GANs like the StyleGAN, Self-Attention GAN, 

and Cyclic GAN, and models are successfully quantized, maintaining the quality of the original model. 

Modern quantization methods were thoroughly experimentally studied by the paper's authors using three 

different GAN structures. They discovered that while maintaining the accuracy of the original full-

precision models, they could successfully quantize these models for inference using 4/8-bit weights and 8-

bit activations. The shortcoming of the work was that the study only looked into post-training 

quantization and quantization-aware training methods were taken into account in the study. Other 

quantization methods might work better. The study only took 4/8-bit quantization into account. Other bit 

depths might be more useful. The effect of quantization on the training process was not taken into account 

in the study. Quantization could make the training process more challenging or unsteady. 

From the above literature survey, articles [3, 9-17] discuss model compression techniques aimed at 

reducing the computational complexity and memory footprint of GAN models. These techniques include 

pruning, quantization, knowledge distillation, and co-evolutionary methods. While some articles propose 

novel approaches for model compression [11-17], others provide comprehensive surveys or experimental 

evaluations of existing methods [3, 9-10]. Model compression techniques offer a pathway to reduce 

computational complexity and memory requirements, enabling the deployment of GAN models in 

resource-constrained environments. 

While recent advancements in compression techniques, such as iterative pruning and co-evolutionary 

methods, show promise in reducing network size while preserving image quality, there is a need for 

further exploration and refinement of compression methods to overcome these challenges and enhance 

their applicability across different GAN architectures and tasks. It can be observed that there is a need for 

more efficient compression techniques, the lack of exploration of aggressive compression rates, limited 

applicability of certain techniques to specific GAN architectures or applications, and the uncertain impact 

of compression on image quality. The methods for compressing GANs are computationally expensive and 

may not be effective for all types of content. The methods may not be as effective for all tasks as the full-

size models, and may not be able to produce results as high quality as the original GAN. 

3. Methodology and Material 

This paper aims to provide an approach for effectively removing occlusion from a facial image for 

facial recognition. Using the GAN approach, it is possible to decipher the facial picture from the obscured 

photographs [18]. The primary motivation is to obtain an un-occluded image with a minimum error rate 

and to reduce computational time. 

Generative adversarial networks are used for different image transformations, conversion, 

generation, and formations for various problems in computer vision. In deep learning, having just one 

network is computationally demanding; GANs have a complex architecture with more than one network 

and compete against one another. The architecture includes a generator and a discriminator. As a result, 

the model is vast, necessitating more training time and memory usage. High-performance processors are 

required to shorten training time, and significant memory is required for deploying the model. This high 

computation and memory requirement is unsuitable for devices with low computation since they have 

limited resources. Lightweight or compressing the model can reduce memory usage and computation 

time. This lightweight model is suitable for processing in low computation devices. 
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The discriminator is a neural network whose function is to create an output that is merely a decision 

or a prediction. In contrast, the generator, generates the data. As a result, the generator network's output 

is comparatively more extensive than the input. Even though a GAN comprises two networks, the 

discriminator is critical during model training. At the same time, the generator often takes care of most of 

the work once the model is deployed. When dealing with model compression in GAN, the emphasis is on 

efficient generator deployment by utilizing state-of-the-art compression approaches.  

The basic steps of model compression using post quantization are depicted in figure 1. The model is 

given with the input data and training is carried out for fine-tuning of the model. After the model has 

been trained, it is quantized to minimize its size, and the resultant quantized model is compressed. 

3.1. Model compression in Pix2pix 

Pix2pix is a GAN in which the generator and discriminator compete to produce a model that is both 

efficient and accurate. Figure 2 portrays the steps involved in the model compression. In occlusion 

removal in face images using pix2pix and thereby, the algorithm for occlusion removal. A U-NET is used 

in the pix2pix generator, and the discriminator is a patch GAN. The discriminator has been trained to 

distinguish between bogus and real images. To imitate the discriminator, the generator creates a fake 

image. 
 

 

 

 

 

 

 

 

 

 

 

Figure 2. Pix2pix quantized model 
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During the training phase, the generator module takes occluded image as input and generates non 

occluded images. The discriminator takes in occluded image and real image without occlusion, trying to 

figure the classification matrix of the given image. Both the generator and discriminator compete and 

learn against each other. The discriminator determines the probability of a class with the provided 

features. The goal of GAN is to make the output created by the generator look like the real distribution. 

The occlusion removal training method is determined by the following algorithm. 

Algorithm 2. Algorithm for Occlusion Removal Training 
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4: Pass the occluded image to the generator 

5: Output image from generator is passed to the discriminator. 

6: Determine error rate between real and generated output image using the eqn (1). 

7: Update the weights of Discriminator using discriminator loss using the eqn (1).   

8: Update the weights of Generator using generator loss using the eqn (2). 

9: Repeat step 4 to step 8 for each batch of images. 

10: Stop 

The discriminator loss is calculated based on output from the generator and the input image. The 

Binary Cross Entropy (BCE) loss [19] equation yields the discriminator loss as given in Eq. (1). 

𝐽(𝜃) = −
1

𝑚
∑ [𝑦(𝑖) log ℎ (𝑥(𝑖), 𝜃)(1 −

𝑚

𝑖=1
𝑦(𝑖)) log(1 −ℎ (𝑥(𝑖), 𝜃))] 

 

                                  (1) 

Where the parameters are, x and y stand for features and labels. The prediction is given by h, and is 

the discriminator parameter. 

Generator loss is the sum of BCE loss [20] and L1 loss multiplied by λ. L1 loss is the mean absolute 

difference between the generated output and the true output. The generator loss is given in Eq. (2). 

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟𝐿𝑜𝑠𝑠 = 𝐵𝐶𝐸𝐿𝑜𝑠𝑠 + 𝜆∑|𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑𝑜𝑢𝑡𝑝𝑢𝑡 − 𝑟𝑒𝑎𝑙𝑜𝑢𝑡𝑝𝑢𝑡|

𝑛

𝑖=1

 
                  

                  (2) 

After the training step, the model learns the information from the training data and based on this 

information, the weights of the model are updated. The weights of the model are optimized during the 

quantization step, which minimizes the model's size. This optimized model can be suitable for running in 

low computation devices like mobile phones, Raspberry pi etc. During the optimization step, the weights 

of the trained model are quantized. The algorithm for dynamic quantization is depicted below. 

The U-Net section of the generator has 12 layers, 6 of which are contracting and 6 of which are 

expanding. Weights are kept as tensors in learned models. There are 117438275 total learnable parameters. 

The model is trained up to 250 epochs. The quantization method takes this trained model as input. Prior 

to quantization, we must configure the backends for running quantized operators, with the architecture 

set to x86 CPUs. We'll use Qconfig to describe how weights and activations will be quantized. Qengine 

provides the backend after the quantized model has been done. In dynamic quantization, the weights and 

activation are dynamically quantized. 

Algorithm 3. Algorithm for Dynamic Quantization 
Input: Trained Model 

Output: Quantized model file 

1: Start 

2: Load the trained model 

3: Determine Scale factor dynamically for the activation function based on the data range. 

4: Convert the model weights into precision integer by multiplying floating point number by a scale factor and round off 

to whole number to obtain the Quantized model using the eqn (3). 

5: Stop 

 

 
 

 

 

 

Figure 3. Flow chart of the quantization 
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3.2. Quantization 

Weights in the deep neural network are stored as 32-bit floating point numbers. The size of the neural 

network can be significantly reduced by reducing the number of bits utilized to represent the weights [21]. 

The idea behind the quantization technique is to reduce the number of bits used to express these weights. 
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The number of bits can be reduced to 16-bit, 8-bit, 4-bit, or 1-bit. Quantization limits the bits of precision of 

the model parameters, resulting in a reduction in the amount of data that needs to be saved. Technically, it 

is the process of clustering or rounding off weights in order to represent the same number of connections 

with less memory. The following parameters are included in the basic quantization equation: floating 

points represented as x, scale factor, and zero point. The zero point is used to convert negative integers to 

positive values. Quantization is given below in Eq. (3); 

   (𝑥, 𝑠𝑐𝑎𝑙𝑒, 𝑧𝑒𝑟𝑜 𝑝𝑜𝑖𝑛𝑡) = 𝑟𝑜𝑢𝑛𝑑 (𝑥𝑠𝑐𝑎𝑙𝑒+ 𝑧𝑒𝑟𝑜 𝑝𝑜𝑖𝑛𝑡)                 (3) 

In the current, situation most of the deep learning models are client-server based. This end-to-end 

communication depends on network bandwidth, speed and latency. After deploying the model, the user 

must provide the data to the server side for inference. The data is given to the client after the inference is 

formed. The client-server communication will be eliminated using the lightweight models. This will 

shorten the execution time and deliver an instant result. A lightweight and low computational model helps 

in removing this client server communication. 

Quantization can be done during training known as quantization, aware training, and after training 

known as post quantization. Quantization is applied to reduce the model size and can be downloaded to 

handheld devices for testing. In our approach, we use post-training quantization, which involves first 

training the model using the input data and then applying quantization to the trained model. There are 

three types of quantization based on the reduction of bits used to indicate weights in the network. 

The following are the benefits and drawbacks of quantization in convolutional neural networks: It can 

be utilized for both fully connected and convolution layers, according to the pros. The quantization 

procedure can be used during or after training. Execution time can be reduced and processing of data can 

be done faster. The size of the model can be lowered without sacrificing quality. The cons include 

quantized weights make neural networks more difficult to converge [15], and back propagation becomes 

harder with quantized weights. 

3.2.1. Dynamic Quantization 

When a network is compressed through quantization, the weights and activation are converted to a 

lower precision integer form. To cut down on the number of bits required to store the weights and 

activation. The weights are converted from floating points to integer points. This method involves dividing 

a floating-point value by a scaling factor and rounding the result to a whole number. The scale factor for 

activation in dynamic quantization is determined dynamically by the data range recorded at runtime. 

During model conversion, the model parameters are known and are converted and saved in INT8 format 

ahead of time. 

The weights of neural network architecture are normally recorded in 32 bits, but when utilizing 

dynamic quantization, they are converted to 8 bits, resulting in a fourfold reduction in the size of the 

model. This reduction in model parameters also aids in upto 50% faster execution for convolution models 

and upto 3 times faster execution for fully connected and RNN based models. 

4. Experimental Study and Results 

In this experiment we used the pix2pix method for the occlusion removal in face images and the 

database used is the webface-OCC. Webface-OCC [22], an occluded face recognition data set of 804, 704 

face images of 10, 575 subjects. PyTorch version 1.9.0+cu102 was used to create the model. From the 

Webface-OC dataset, 46262 training samples with a size of 256*256 were used for training. On a Tesla 

P100-PCIE with 25.346GB of RAM, the model was trained and evaluated. Model were trained upto 250 

epochs. Pytorch dynamic quantization was used on the original model for model compression. 

The simulation results for occlusion removal in face images using the quantized pip2pix are shown in 

Table 1. The various assessment metrics, such as Peak Signal to Noise Ratio (PSNR) and Structural 

SIMilarity (SSIM), were compared to different state of the art image editing methods, such as GLCI [23], 

GICA [24], EdgeConnect [25], MRGAN [7], and GUMF Method [8]. 

The experimental results in Table 1 show that the quantized pix2pix method outperforms the 

other state-of-the-art image editing methods for occlusion removal in face images. This is evident from the 

higher values of SSIM and PSNR obtained for the quantized pix2pix method. 
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Table 1. Performance comparison of proposed work with other work 
Methods SSIM PSNR 

GLCI [23] 0.752 21.20db 

GICA [24] 0.791 17.55db 

EdgeConnect [25] 0.819 19.78db 

MRGAN [7] 0.847 24.02db 

GUMF [8] 0.854 25.17db 

Quantized Pix2pix (Proposed) 0.896 27.32db 

SSIM is a measure of how similar two images are, while PSNR is a measure of the amount of noise in 

an image. The higher the values of SSIM and PSNR, the more similar the two images are and the less noise 

there is in the image. 

In this case, the quantized pix2pix method achieved a SSIM of 0.896 and a PSNR of 27.32dB, which is 

significantly higher than the other methods. This means that the quantized pix2pix method was able to 

restore the original image more accurately than the other methods. 

The reason for the improved performance of the quantized pix2pix method is due to the use of a 

quantized generative adversarial network (GAN). GANs are a type of machine learning model that can be 

used to generate realistic images. The results of this experiment suggest that the quantized pix2pix 

method is a promising new approach for occlusion removal in face images. The method is able to achieve 

high SSIM and PSNR values, which indicates that it is able to restore the original image accurately. 

Additionally, the method is relatively efficient, which makes it suitable for real-world applications. 

Figure 4 and figure 5 show the SSIM and PSNR of various methods. The quantized pix2pix method 

has higher value than the existing methods GLCI, GICA, EdgeConnect, MRGAN, and GUMF Method. 

 
Figure 4. Performance metrics of SSIM 

 

 
Figure 5. Performance metrics of PSNR 

0

0.2

0.4

0.6

0.8

1

SS
IM

Methods

Performance Analaysis using SSIM

GLCI

GICA

EdgeConnect

MRGAN

GUMF

Quantized Pix2pix (Proposed)

0 5 10 15 20 25 30

PSNR(db)

M
et

h
o

d
s

Performance analysis using PSNR

GLCI

GICA

EdgeConnect

MRGAN

GUMF

Quantized Pix2pix
(Proposed)



AETiC 2024, Vol. 8, No. 1 10 

www.aetic.theiaer.org 

Table 2. Model Compression results based on different parameters 

Model Model Size (MB) Latency (ms) L1 Loss 

Pix2pix model [18] 449 1.65 0.0463 

Quantized Pix2pix (Proposed) 117 1.46 0.0452 

Quantized pix2pix is also compared with our previous work on occlusion removal by pix2pix [18]. 

Table 2 shows the results obtained based on model size, latency and L1 loss. The model size was 

compressed from 449 mb to 117 mb. The L1 loss is the pixel wise distance between the original image and 

the occlusion removed image. The calculated L1 loss for a Quantized model resulted in quantitative loss 

of 0.0452 and the pix2pix model is of 0.0463. The L1 loss is a measure of the pixel-wise difference between 

two images. A lower L1 loss indicates that the two images are more similar. In this case, the quantized 

pix2pix model has a lower L1 loss than the pix2pix model, which means that the quantized model is more 

similar to the original image. The reason for this is that the quantized model has been compressed, which 

means that it has fewer parameters. This makes the quantized model less complex, which can lead to a 

lower L1 loss.  

 

Figure 6. Comparison based on Model Size 

 

Figure 7. Comparison based on Latency 
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𝐿1𝐿𝑜𝑠𝑠 = ∑ |𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑𝑜𝑢𝑡𝑝𝑢𝑡 − 𝑟𝑒𝑎𝑙𝑜𝑢𝑡𝑝𝑢𝑡|
𝑛

𝑖=1
 

                                          (4) 

𝑇 = 𝑇2 − 𝑇1                                           (5) 

The graph was plotted with various metrics of the Quantized pix2pix model and pix2pix model. 

Figure. 6 represents the graph with y-axis as the model size and x-axis as the Quantized model and 

pix2pix model. Similarly, Figure. 7 and Figure 8 shows the latency and L1 loss observed for the quantized 

pix2pix model and the pix2pix model, respectively. 

 
Figure 8. Comparison based on L1 Loss 

The figure. 9 represents the original image, the occlusion region in the mouth, and the results 

obtained with quantized pix2pix model and pix2pix model. 

 
Figure 9. Output obtained using quantized pix2pix and pix2pix model 
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compressed, which means that it has fewer parameters. This makes the quantized model less complex, 

which can lead to a lower latency. Additionally, the quantized pix2pix model also achieves higher SSIM 

and PSNR values than the other state of the art methods. This indicates that the quantized pix2pix model 

is able to restore the original image more accurately, while also being significantly smaller and faster. 

Overall, the results show that the quantized pix2pix model is able to achieve better image quality than the 

pix2pix model, while also being significantly smaller and faster. This makes the quantized pix2pix model 

a promising new approach for occlusion removal in face images. 

6. Conclusion  

In this study key ideas necessary for model compression of pix2pix model for removal of occlusion 

are emphasized. It is demonstrated that applying the hybrid quantization technique to trained GANs can 

result in compressed generators without sacrificing quality. This technique resulted in a considerable 

reduction in the generator's size, which was reduced from 449mb to 117mb i.e 74%. After quantization the 

execution time was slightly reduced without compromising accuracy. According to our literature review, 

this is the first time a light weight model has been used to remove occlusion in the mouth region utilizing 

pix2pix. The size of the model has been reduced by 74%. There is compressed model for different 

applications like image classification, image enhancement, segmentation and image to image translation. 

The proposed quantized pix2pix provides 0.896 as the SSIM and 27.32db as the PSNR value which is 

higher when compared to various state of the art methods. This makes the quantized pix2pix model a 

good choice for applications where image quality is important, but where speed and/or storage space are 

also important considerations. The quantized pix2pix model could be used in a variety of applications, 

such as facial recognition, augmented reality, and virtual reality. The model could be used to improve the 

quality of images that have been partially obscured by objects or other people. The model could be used to 

create new images that are based on existing images. 
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