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Abstract: Digital imaging has become an essential element in every medical institution. Therefore, medical image 

retrieval such as chest X-ray (CXR) must be improved via novel feature extraction and annotation activities before 

they are stored into image databases. To date, many methods have been introduced to annotate medical images 

using spatial relationships after these features are extracted. However, the annotation performance for each method 

is inconsistent and does not show promising achievement to retrieve images. It is noticed that each method is still 

struggling with at least two big problems. Firstly, the recommended annotation model is weak because the method 

does not consider the object shape and rely on gross object shape estimation. Secondly, the suggested annotation 

model can only be functional for simple object placement.  As a result, it is difficult to determine the spatial 

relationship feature after they are extracted to annotate images accurately. Hence, this study aims to propose a new 

model to annotate nodule location within lung zone for CXR image with extracted spatial relationship feature to 

improve image retrieval. In order to achieve the aim, a methodology that consists of six phases of CXR image 

annotation using the extracted spatial relationship features is introduced. This comprehensive methodology covers 

all cycles for image annotation tasks starting from image pre-processing until determination of spatial relationship 

features for the lung zone in the CXR. The outcome from applying the methodology also enables us to produce a 

new semi-automatic annotation system named CHEXRIARS which acts as a tool to annotate the extracted spatial 

relationship features in CXR images. The CHEXRIARS performance is tested using a retrieval test with two common 

tests namely the precision and recall (PNR). Apart from CHEXRIARS, three other annotation methods that are object 

slope, object projection and comparison of region boundaries are also included in the retrieval performance test.  

Overall, the CHEXRIARS interpolated PNR curve shows the best shape because it is the closest curve approaching 

the value of 1 on the X-axis and Y-axis. Meanwhile the value of area under curve for CHEXRIARS also revealed that 

this system attained the highest score at 0.856 as compared to the other three annotation methods. The outcome from 

the retrieval performance test indicated that the proposed annotation model has produced outstanding outcome and 

improved the image retrieval. 
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1. Introduction 

Advanced imaging technology allowed many medical images to be produced on a daily basis. 

According to a report by the Ministry of Health Malaysia1, at the end of 2011, there were 151 clinics offering 

radiology services to patients. In 2012, the number of clinics offering radiology services increased to more 

than 166 clinics (an increase of 9.9%). Meanwhile, in 2011, a total of 466,583 X-ray examinations were 
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conducted on patients but the value has increased by 572,532 in 2012 (an increase of 22.7%). Based on these 

values, it is clear that the development of imaging technology in Malaysia has grown rapidly during the 

previous decade. 

The ability to produce medical images should also be in line with the development of imaging 

technology as the number of patients who need to seek treatment at health centers are also increasing. 

Health facts reports from the related ministry depicted that in 2015 alone; for government hospitals alone, 

there were over 2.4 million patients admitted to wards while a total of 19.9 million people received 

outpatient treatment at those hospitals2. The same source also showed a high number of patients, namely 

1.1 million people were admitted to wards in private hospitals while a total of 4 million patients received 

outpatient treatment in the same type of hospital. The numbers shown do not include patients receiving 

various other treatments such as dentistry, rehabilitation and maternity. With the increase every year, then 

the dependence on medical imaging technology is becoming higher. Of course, developments in imaging 

technology have a very good impact on the health care of the population. Nevertheless, it also presents a 

major challenge to manage the medical image well. There are various ways that should be explored to 

launch image management on a large scale such as fast and accurate image search methods, smooth image 

navigation as well as systematic image storage methods. With efficient image management, the process of 

storing and accessing images can be done more efficiently. 

There are many studies conducted related to managing large medical image repositories efficiently. 

One of the methods that are interested to explore is the image annotation in order to improve image 

retrieval. Image annotation is a method of combining (also giving meaning, labeling, marking or indexing) 

keywords in the form of text on an image to describe the image, improve retrieval and most importantly 

reduce the semantic gap that exists between low -level and high -level image features [1–3]. The method is 

proposed in order to reduce the difference between low-level image features and high-level image features 

which is referred to as semantic gap [4]. In brief, low-level image features such as color, shape and texture 

are properties used by a computer to recognize an image. Meanwhile for humans, the introduction to an 

image should be done based on the language they used or known as high level image features. The gap 

occurred because the low-level image features cannot help the retrieval process as there are users who are 

not proficient in using these features in the query language created [5]. The situation becomes even critical 

if the treatment case report does not match every feature of the medical image analysis made [6]. In this 

situation, the developed retrieval system faces two constraints; firstly, the system is unable to interpret the 

image content accurately and secondly; the system lacks understanding of the real needs of users [7]. 

Therefore, image annotation based on high level features is required so that it assists users in the image 

query hence making the retrieval process efficient.    

In computer aided diagnosis field, image annotation using high-level image features has been used for 

various purposes such as image classification based on shape for X-Ray image to facilitate image 

management  improving image presentation in retrieval systems using the textual similarity of diagnosis 

reports  and describing the location of anomalies detected in medical images [6], [8-9]. Although image 

annotation has been widely used, there is still lack of research that exploits spatial position and its 

relationship to describe pixels, objects or regions in images [10-11]. This situation occurs due to the difficulty 

in assigning appropriate keywords to words or phrases in actual sentences to state the spatial relationship 

among objects in these images [12].  

To date there are at least three methods for annotating images using spatial relationship features and 

are suitable to be implemented for medical images namely object slope [13-14], object projection [15-16] and 

region boundaries [17]. However, one common problem occurring in each method is that the model used 

to determine the spatial relationship features between the main object and its reference is still weak and 

inefficient.  Additionally, the model formed sometimes does not take into account the shape of the reference 

objects to determine the direction of the spatial relationship, instead it only makes rough object estimation 

which is summarized in the form of points or slopes [18]. As a result, extra processes such as spatial 

reasoning using a set of spatial rules are required to determine the spatial relationships features. Moreover, 

some proposed models only work for simple object position structures i.e. only one component of the object 

is connected and does not have complex object structures such as holes [19]. Whereas in the real situation, 

 
2 https://www.moh.gov.my/moh/images/gallery/Report/Country_health.pdf  
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the structures of objects are very complex with holes, polygonal shape and may intersect among each other 

in the medical images. For this reason, the direction of the spatial relationship becomes very challenging 

due to the rapidly changing in Cartesian polarity. In short, annotating medical images with spatial 

relationship features is very complex and challenging. However, if this challenge can be simplified then it 

will be a great opportunity because one should note that spatial relationship is a high level image feature 

that is easily identifiable by the user. The usage of this feature improves image retrieval hence researchers 

should take the opportunity to use this feature to annotate medical images. Therefore, this paper discussed 

our experience building an image annotation model based on spatial relationship feature extraction to 

improve image retrieval. The model annotates the location of nodules in the lung zone for chest X-Ray 

(CXR) images using spatial relationship features. Annotated images with the extracted features improved 

the retrieval from the image repository.  

2. Image Annotation 

Rapid technology evolution over the past two decades has successfully increased the importance of 

visual data in parallel with textual. As a result, the requirements to acquire an effective and efficient form 

of tool for manipulating visual information has become increasingly important. In order to meet this need, 

researchers have been proposing image retrieval techniques by annotating image files using visual image 

features as a solution. Figure 1 displays the visual space, the semantic space and the textual space which 

contribute the basic process of image annotation as found in [20].  

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Visual space, semantic space and textual space for the annotation process 

In Figure 1, the input images have visual space that can be interpreted uniquely according to the person 

who is viewing it. Everyone has their own perception to give visual meaning according to their point of 

view. This point of view also provides a meaning also known as semantics (or semantic space) for defining 

the visual of the image. Meanwhile in the annotation process, this semantic space will be used as keywords 

such as sunset, sea, clouds etc. to give meaning to the visual form of the image. 

In general, these methods can be divided into three approaches namely traditional annotation, content 

based image retrieval (CBIR) and automatic image annotation (AIA) [21]. In the first approach, one would 

annotate the image manually then retrieve the image by linear search according to keywords such as the 

method of acquiring a text document. This method is simple however it is not practical if it involves large 

amounts of images because human-made annotation methods are often very subjective and too vague [22]. 

The second approach is focused on CBIR with each image indexed and retrieved automatically using low-

level image features such as color, shape and texture [23–25]. Although the latter approach is effective in 

increasing the percentage accuracy of finding images from the repository, researchers found that reliance 

on low-level image properties widens the semantic gap between humans and computer systems.  

Since the first and second method approaches have limitations to provide a good form of image 

retrieval tool then some researchers introduced a third approach known as AIA. Technically, AIA or also 

known as auto-annotation or linguistic indexing [26] is a task to add descriptive text features to an image 

to increase the semantic value of the image [27].The main goal of adding a descriptive label to an area or 

object in an image is to present its semantic content as a short step to more effective image search and 

retrieval. Apart from visual data-based access, annotated areas or objects can also be searched based on text.  
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3. Spatial Relationship Image Feature 

One of the objectives from previous researchers for introducing CBIR was to facilitate the retrieval of 

images found in image databases [28]. In fulfilling this facility, they used features found on the image as the 

input to retrieve the similar images. Basically, there are two types of image features commonly used as 

inputs in CBIR namely visual features and spatial features. Retrieving images using spatial relationship 

features refers to a method for determining the location of an object in an image as well as its relationship 

with other objects [21], [29]. Spatial relationship is a form of relationship that is uncertain or fuzzy and it 

depends on an individual to determine exactly the true form of relationship [15], [30]. According to [31], 

there are two ways to present the spatial relationship between objects that is through topological 

relationship and directional relationship. In both relationships, the spatial relationship features should be 

used to form a complete relationship between objects. To get a clearer picture of the features of spatial 

relationships, the next subsection discusses these features, especially the use of spatial relationship features 

in determining topological and directional spatial relationships. 

3.1. Topological Spatial Relationship Features 

Spatial relationship features in this category are used to produce relationships between objects whose 

relationships do not change despite topological transformations [31–33]. Intended changes include 

processes such as changing the position objects, scaling the objects size or changing the position such as 

changing the coordinates of a reference object. In most studies related to topological spatial relationship 

features, it was found that the most frequent model used to present this relationship is the region connection 

calculus (RCC-8) model [34–36]. In the RCC-8 model, there are eight topological spatial relationship features 

that are highlighted to describe the relationship of objects in a space that is disconnected (DC), externally 

connected (EC), equal (EQ), overlapping, partially overlapping (PO), tangential proper part (TPP), inverse 

tangential proper part (TPP-1), without complete tangential part (NTPP) and without a non-tangential 

proper inverse part (NTPP-1). Figure 2 shows the eight topological spatial relationship features used in the 

RCC-8 model. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Eight topological spatial relationship features 

In Figure 2, the relationship of two objects namely object X and object Y is used as an example to 

illustrate the use of topological spatial relationship features. In every topological relationship between these 

objects, object boundaries are used as a mechanism to determine the spatial relationship. Although the 

spatial relationship features used in the RCC8 model are very effective in showing relationships between 

objects, the terms used to describe such features are difficult to understand. For instance, relationships 

involving an object inside another object such as the non-tangential proper part are difficult to understand 

and to illustrate. Therefore, some researchers prefer to use simple spoken language to describe the spatial 

relationships such as the term contain or contained to describe an object being inside another object or other 

terms such as cover and covered by to describe the state of an object in another object. These terms are much 

easier to understand and assist the process of spatial reasoning among objects. 
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3.2. Directional Spatial Relationship Features 

Directional spatial relationship features are formed based on the relative position between objects 

according to their current direction [37]. The directional spatial relationship features are derived depending 

on part or entire orientation of the reference and the main object. This means that if one of the objects 

changes (such as size reduction or rotation) then the orientation of the two objects also changes, causing 

modification in the relationship between the objects. 

The directional spatial relationship features can be presented using at least two models such as the 

cone-shaped model and the projection model [35]. In both models, directional spatial relationship features 

are presented using eight cardinal directions that are typically indicated in compass directions namely 

north, northeast, east, southeast, south, southwest, west, and northwest. Figure 3(a) shows the cone shape 

model while Figure 3(b) shows the projection model. 

 

 

 

 

 

 

                               

                            

                               (a) Cone-shaped model                          (b) Projection model 

Figure 3. The cone and projection model 

Apart from using the eight cardinal directions for the directional relations, there are researchers who 

use directions that are more easily understood to indicate the direction of object position. For example, the 

term for north direction is replaced by upper, higher and peak while the south direction is replaced by 

below or lower [38-39]. Meanwhile, a combination of two directions is used to replace the intermediate 

direction i.e. top-right replaces northeast, top-left replaces southwest, bottom-right replaces southeast and 

bottom-left replaces southwest. 

4. Image Annotation Based On Spatial Relationship Feature Extraction  

There are at least three methods introduced to annotate objects with spatial relationship features 

namely object slope, object projection and regional boundary comparison. The purpose of the discussion 

for all stated annotation methods is to compare each of these methods. 

 

4.1. Image Annotation Based On Object Slope 

Slope refers to the estimate of the inclination over the degree of rotation on a straight line in a column 

In studies involving direction determination, slope elements are used to determine the hill slope direction, 

wind direction, river flow and cloud movement direction [15]. According to [13], there are two forms of 

slope, namely incline slope or positive slope and decline slope or negative slope. An incline slope occurs 

when the degree of slope is smaller than the right angle (900), while a decline slope occurs when the degree 

of slope is bigger than the right angle. Slope values are calculated using two methods namely trigonometry 

and geometry [40]. 

There are three main components in the calculation of angles for trigonometry namely sine, cosine and 

tangent. In [13], tangents have been used to obtain the slope angle. In Figure 4, given two objects namely 

Object 1 and Object 2 as well as a triangle ABC. To calculate the degree of slope Ɵ, equation (1) is used: 
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In formula 1, the degree of slope Ɵ is calculated using the inverse tangent of the distance from the line 

AB relative to the distance of the line AC. Based on the degree of slope obtained, the direction of the spatial 

relationship between the two objects is determined. 

 

 

 

 

 

 

 

 

Figure 4. Slope calculation using trigonometry 

 Meanwhile the geometry-based slope calculation is much simpler as it requires only two coordinate 

points where the slope value is determined by distinguishing the coordinate point on the high Y-axis versus 

the low Y-axis coordinate point [41](see Figure 5 as illustrated in [42]).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Example on calculating the slope between objects 

The slope calculation is simple because only one point from the minimum boundary rectangle (MBR) 

of the object is needed to represent the whole object. In Figure 5, each object is represented by an individual 

MBR, while each MBR is represented by a coordinate point located on the diagonal of each MBR. For 

example, the bottom-left diagonal coordinates of object A (O (A)) are represented by RA (Xa, Ya), the 

coordinate representation of object B (O (B)) is RB (Xb, Yb) and the coordinate representation of object C (O 

(C)) is RC (Xc, Yc). In order to obtain the slope between two objects, differences between the coordinate 

values on the same axis are calculated so that the slope value is derived. According to [42], the equation to 

calculate the slope of object 1 and object 2 (m12) is as follows: 

Slope of object 1 and object 2 = m (12)= 
𝑌2− 𝑌1

|𝑋2− 𝑋1|
                                                                                      (2) 

For instance, let two points; A and B with coordinates of (1,6) and (5,3) respectively. Then the slope for object 

A and B is 2 based on Formula 2.   

m (AB) = 
3 −1

|5−6|
  = 2                                                                          

Since the reference point for calculating the slope guided by the MBR is too dynamic and vary easily 

due to changes in the Cartesian polarity, then the determination of the spatial relationship for two objects 

is made using a set spatial rules set such as follow: 
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m (AB) <0, A behind B 

m (AB) = ∞, A in front/behind B 

m (AB) = 0, A on the left/right to B 

These spatial rules do not limit binary relations for annotated objects, instead the rules also can be 

expanded so that it allows for multiple relations. Based on slope values, the spatial rules have the advantage 

of identifying relationships at the vertical positions (front and behind). The rules for vertical position also 

can be modified to identify top and bottom relationships. However, these rules present little difficulty in 

identifying the relationship at the horizontal position because the determination for the left or right spatial 

relationship is vague (the slope value is assumed to be zero). Ideally, a non-zero value should be assigned 

to the horizontal position rules so that the spatial relationship of either left or right objects can be finite.  

 

4.2. Image Annotation Based On Object Projection  

The object projection is an annotation method to determine the direction of the spatial relationship for 

the main object and its reference object using directional relations [43], [44]. With this method, the position 

of the main object is determined by projecting its position based on the reference object. To determine the 

direction of an object, a cluster of projection regions is applied around the reference object by dividing the 

area around the reference object into nine regions according to a 3x3 matrix [33], [45] as shown in Figure 6.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Example for determine the spatial relationships for object projection methods 

These nine projection regions are known according to the cardinal direction while the central region is 

known as neutral zero [18]. Based on each projection region cluster, the position of the main object is decided 

once it intersects with one of the nine projection regions. In Figure 6, there are two objects marked with 

O(R); the reference object and O(M); the main object. Using the object projection method, nine projection 

regions are generated around the reference object. The position for both objects are determined based on 

the intersection of the main object with the projection region produced around the reference object. A 

relationship can be written as D(A, B) which carries the meaning of direction for object A to B respectively. 

Meanwhile, in order to decide the actual direction of the reference object to the main object, the calculation 

for percentage area of intersection can be done to indicate how large the main object intersects the projection 

region. The percentage value would definitely determine the direction between the reference object to the 

main object. The relationship between the reference object and the main object can be simplified as D(O(R), 

O(U)) = northeast or it meant that the direction of the reference object to the main object is northeast.  

Although the method for obtaining the spatial relationship with the object projection seems convincing, 

it has some drawbacks. Firstly, the process of producing the projection region would be difficult if the shape 

of the object is complex (such as a polygon). Secondly, even if the projection region is successfully formed, 

other problems might arise such as main objects and references intersecting with each other in the image. 

Thirdly, if the positions of the main and the reference object do not intersect at all, the way to determine the 

spatial relationship is still challenging because the total combination of cardinal directional relationships 
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for a set of regions can exceed up to 511 relationship elements. Therefore, all issues need special attention 

in order to select this method to annotate images with spatial relationship features. 

4.3. Image Annotation Based On Comparison of Region Boundaries 

The comparison of region boundaries was introduced to annotate the absolute and the relative object 

position in pairs with other objects [29]. Based on these two positions, the position of the main object and 

its relative position to the reference object can be known. Thus, the main object can be annotated with the 

appropriate spatial relationship features. To implement this method, an object needs to be segmented from 

the original image and then labelled with an appropriate description [46-47]. Each object that goes through 

both processes can be identified based on the pixel coordinate that covers the object boundary and the 

additional label assigned to describe the object. For instance, assuming that an object is segmented from an 

image then the representation of the object can be done using collection of pixel coordinates surrounding 

the object’s boundary which referred as follows i.e. coordinates for Object 1 = {(x1, y1), (x2, y2),…, (xn, yn)} 

, coordinates for object 2 = {(x1, y1), (x2, y2),…, (xn, yn)} and object coordinates for object N = {(x1, y1), (x2, 

y2),…, (xn, yn )}.  

To begin the annotation process, the average coordinates of the X-axis and Y-axis found around the 

region boundary need to be calculated to obtain the midpoint of gravity or centroid. Next, comparison of 

one object position with another object is performed using the centroid because this point represents the 

region. The usage of centroid in this method has many advantages such as a point to represent the region, 

determinant point for region location and markers for calculating radius, width and angle of an object. 

Based on the obtained centroid coordinates, the position comparisons between pairs of objects are 

determined using a set of spatial rules. Similar to the object projection annotation method, the spatial 

location between each object is determined either using cardinal direction or basic direction indicators (left, 

right, etc.). Figure 7 shows an example to determine the type of spatial relationship between two objects 

using the comparison of regional boundaries.  In the figure, the determination of the spatial relationship 

between two objects begins by estimating the MBR for each object. Next, the centroid of the object is 

obtained by calculating the average of coordinate points surrounding the MBR. Apart from the centroid, 

the MBR height is also used as a spatial entity to determine the spatial relationship. Some researchers 

calculate the MBR width to set it as part of the entity for the object to determine the spatial relationship. 

Finally, once all spatial entities are acquired, a set of spatial rules is used to compare and determine the 

most appropriate type of spatial relationship for the objects pairs. 

Annotation based on the region boundary is simple because it relies only on information obtained from 

centroid and the MBR height; however, the usage of centroid point has limitations. Firstly, centroid is not 

precise because this coordinate only represents one pixel in the object region. Secondly, the usage of centroid 

points has resulted in the determination of cardinal directional does not take into account other important 

object’s entities such as shape and area. Third, since only the coordinates of the centroid are used as spatial 

entities, deriving spatial relationship features is difficult if the main object’s centroid overlaps with the 

reference object centroid. Therefore, image annotation using comparison of region boundaries needs to be 

refined especially in deciding the centroid so that this entity represents the object accurately. 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 7. Determination of the spatial relationships for the regional boundary comparison 
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        If (xc1 <xc2) && (((h1+h2)/2)> | yc2-yc1 |); 

                  Object 1 to the left of object 2 and object 2 to the right of object1 

        where: 

                  (xc1, yc1) is the centroid coordinate for object 1 

                  (xc2, yc2) is the centroid coordinate for object 2 
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5. Image Annotation Experiment Using Spatial Relationship Features  

In image annotation experiment, six processes were taken to annotate XRD images with spatial 

relationship features. Figure 8 shows the annotation processes and the component for multi-class image 

classification using the Support Vector Machine (SVM) to classify annotated images based in the lung 

nodule location in the lung zones (please refer to [48] for details discussion on image classification). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 8. The process flow to annotation CXR image with spatial relationship features 

In Figure 8, there are six process performed image annotation which include image pre-processing 

(segment lung areas from other anatomy), estimate the MBR for the segmented lung area, create a dummy 

zone between the right and left lungs, divide the lung area into zones (region of interest) according to the 

features of spatial relationship, calculate the centroid for each zone (referred as the lung zone) and 

determine the spatial relationship between the nodule location and the lung zone through spatial rules. In 

Figure 8, the four main components for the image annotation are illustrated in a dotted lines rectangular 

box. Additionally, during the experiment, we annotate CXR images taken from the Japan Society of 

Radiological Technology (JSRT).  
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Image pre-processing is a routine process performed to improve image quality so that attributes that 

degrade the image during the digital imaging process are removed. In this experiment, the image pre-

processing component was placed as the first component to be performed on each image before it undergoes 

the annotation process. For medical images, early image processing is important to improve image 

appearance where methods like adjusting the image contrast, noise reduction and image rescaled will be 

performed.  

5.2. MBR Estimation for Segmented Lung Area 

Once the binary image containing only the lung area is generated from the image segmentation, we 

run the next step which is to divide the lung area into six zones (as recommended by radiology specialists). 

This division requires the second component which is the lung zone division component. The initial step in 
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the division is to produce the lung area MBRs as shown in Figure 9. Since the binary image generated from 

the image segmentation has only two objects namely the left and right lungs, the process to generate the 

MBR is straightforward. Using image processing software such as Matlab, the MBR size can be estimated 

using an anchor point. For each anchor point, four parameters, namely coordinate point for the X-axis, 

coordinate point for the Y-axis, the MBR width and the MBR height are generated by the software. For 

example, in Figure 9, suppose T1 is the anchor point for the MBR of the right lung. Thus, the MBR size for 

the right lung can be estimated based on X-axis coordinate of point T1, Y-axis coordinate of point T1, the 

MBR width on the X-axis from point T1 and the MBR length on the Y-axis of point T1. 

5.3. Dummy Zone for Right and Left Lungs 

If we observe the position of the left and right lungs in Figure 9, we will notice that there is an empty 

space between the both lungs. This space appears because human lungs exist in two pieces i.e. the left and 

right lung and there is space between them to separate this organ.  Although this space is empty yet it is 

important because it distinguishes the lungs apart from breaking the lung structure. Therefore, in this 

experiment, this empty space is filled with a dummy zone which is a zone to divide the left and right lungs.  

To generate the dummy zone, anchor points and MBRs were used. In addition, four coordinate points 

representing the dummy zone area are required, namely the left-top and left-bottom diagonal points of the 

left lung MBR’s and the right-top and right-bottom diagonal points of the right lung MBR. Suppose there 

are two anchor points namely T1 for the right lung and T2 for the left lung. 

 

 

 

 

 

 

 

 

 

 
Figure 9. The dummy zone between the left and right lung 

Therefore, the right lung MBR parameters can be formulated as x-CoorT1, y-CoorT2, W1 and H1. Here, 

x-CoorT1 is the T1 coordinate on the X-axis, y-CoorT1 is the T1 coordinate on the Y-axis, W1 and H1 are the 

width and height of the MBR for the right lung. Using the same method, the MBR parameters for the left 

lung were x-CoorT2, y-CoorT2, W2 and H2. Since the dummy zone is produced as a square shape, then all 

the parameters of the zone can be formed in the same way as the MBR. By using all the specified parameters, 

the desired dummy zone can be formed. It is positioned between the right and left lungs to separate both 

organs and assist the identification of the lung type. 

5.4. Lung Zones Division  

We discovered interview sessions with radiology specialist that lung area will be divided into two 

horizontal zones (left and right) and three vertical zones (top, middle and bottom) (2x3 dimensions) to 

diagnose lung conditions. Therefore, in the experiment, we adapted the same method to form lung zone. 

Horizontal zones division is simple because the lungs are indeed divided into two parts namely the left and 

right lungs. However, three vertical lung zones division are quite bit difficult because the division 

guidelines are vague. When we referred to the radiologist he replied that in general, the first zone, called 

the upper zone is above the helium, the lower zone is one-third of the lungs, while the middle zone is one-

third in the middle of the lungs. He added that this division is vague due to the lack of accurate division 

guidelines to refer. After a series of discussions with him, we suggest that the division of the vertical zone 

can be done based on the height of the dummy zone. This division is made by factoring of the dummy zone 

into three equal parts. Figure 10 shows our suggestion to divide the lung zones.  
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Figure 10. The area division 

In order to divide the lung height into three vertical zones based on the dummy zone height, two lines 

need to be generated namely the upper and the lower guide lines. Meanwhile, it is not sufficient to divide 

the horizontal division into two zones because the existence of a dummy zone. Hence, we suggest that the 

horizontal division also need to be divided into three parts, namely the left lung, dummy zone and right 

lung. With this division method, the lung area is divided into nine zones (3x3 zones) covering three 

horizontal zones and three vertical zones. In this experiment, we use the same naming convention in 

radiology to describe each lung zone that are Left Upper Zone (LUZ), Left Middle Zone (LMZ), Left Lower 

Zone (LLZ), Right Upper Zone (RUZ), Right Middle Zone (RMZ) and Right Lower Zone (RLZ).  

5.5. Centroid Point Calculation for Lung Zones 

Once every lung zone is successfully divided, the centroid of each zone can be calculated and acted as 

the local representation for each zone. The calculation to derive the centroid was made using the third 

component which is the component to present the local features for the lung zone. In order to calculate the 

centroid, only the lung area within the lung zone was taken into account. Suppose all coordinates covering 

one lung zone are {(x1, y1), (x2, y2),, (x3, y3),…. (xn, yn)}.  Then, the centroid of that lung zones are calculated 

using equation (3) and equation (4): 

XCzon = min (x1, x2, x3,. Xn)                                                                                                                             (3) 

YCzon = min (y1, y2, y3,. Yn)                                                                                                                        (4) 

where XCzon and YCzon are the X-axis and Y-axis coordinates of the centroid for each lung zone. 

5.6. Spatial Relationship Determination Through Spatial Rules 

When all zones contain the centroid, set of spatial rules to determine the location of nodules in the lung 

zone can be created. For this purpose, the fourth annotation component which is the directional relationship 

inference is used. The spatial rules are made based on the spatial relationship features between three entities 

namely the coordinates of the centroid of the dummy zone, the four points that form the boundary of the 

dummy zone and the coordinate points of the nodule (taken from the JSRT dataset). During the process of 

determining the position of a nodule in the lung zone, the coordinates of the nodule need to be identified 

first before its position in the lung zone is finalized. Later, the classification of the image according to the 

position of the nodule is executed so that the process to search and retrieve the image would be efficient. 

6. Result and Discussion 

 The image retrieval performance test is performed to evaluate the efficiency of each image annotation 

method. In the test, we compared our propose method with three annotation methods that are object slope 

(OS), object projection (OP) and comparison of region boundaries (CoB) (as discussed in Section 4). The 

main process in the test is to retrieve annotated images from the database. Our proposed image annotation 

method in the test is known as Chest X-Ray Image Annotation and Retrieval System (CHEXRIAS).  

CHEXRIAS also contains all components required for image annotation as shown in Figure 8.  
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Meanwhile, precision and recall (PNR) test was selected as the golden standard for the retrieval 

performance test. The PNR curve is used because it can determine the retrieval performance based on the 

skewness of the curve where the skewer the curve to the upper-right corner, the better the performance of 

the retrieval method. In addition, we also used the area under curve (AUC) value to present the level of 

accuracy of the image retrieval. The accuracy value obtained enable us to indicate the extent to which a 

method is able to predict a relevant object from a group of objects (Kozma & Kaski 2009). In addition, 

Matsakis et al. (2004) stated that the AUC value for the performance of a method can be interpreted as Table 

1. Based on the AUC values listed, it is the goal of each retrieval test to achieve the highest AUC value that 

is close to the value of 1. 

Table 1. AUC value and its indicator 

AUC Value Performance indicator 

> 0.9 Excellent 

> 0.8 Good 

> 0.7 Moderate 

> 0.6 Weak 

< 0.5 Fail 

On the other hand, in each retrieval performance test, we used query based on the position of the 

nodule in the lung zone to get back the annotated imaged. Records of nodule position in the lung zone for 

all image files were obtained from the dataset provided by JSRT. Briefly, there are three steps performed in 

the retrieval test: 

1) Generate a query to retrieve the image based on the position of the nodule in the lung zone 

2) List the image retrieval results based on the query 

3) Form a PNR curve from the precision point value and recall 

6.1. PNR Curve and AUC for Image Retrieval Test 

In the test, we have retrieved images based on the nodule location in the lung for each lung zone. To 

ease the description for each method performance, we used different colors to represent different annotation 

methods in the PNR curve. Figure 11 illustrates the all PNR curves and the AUC values for each annotation 

method (OS, OP, CoB, CHEXRIAS) involving all lung zones. 

In the Figure 8, the red curve represents object slope annotation, the green curve represents the object 

projection annotation, the blur curve represents the comparison of region boundary annotation while the 

black curve represents CHEXRIAS. This section will elaborate the retrieval performance for each annotation 

method for every lung zone. 

Figure 11(a) shows the PNR curve for the LUZ lung zone for CHEXRIARS and three other image 

annotation methods. Based on the shape of the PNR curve in the figure, it is found that the OS method 

shows the best retrieval performance based on its highest position of its PNR curve. The CHEXRIARS and 

Cob curves are at almost the same position while the object projection curve is at the lowest position. This 

situation is also confirmed by the AUC value where the AUC value for OS is the highest; 0.910 followed by 

the CoB and CHEXRIARS of 0.864 and 0.863 respectively. The AUC value for OP is the lowest at only 0.584. 

In this experiment, the OS obtained the best retrieval performance method because each nodule location 

located on the right or left lung side in the CXR image would be assumed to be in the LUZ lung zone. The 

OS method does not have technique to determine the position of the nodule from the middle zone such as 

the LMZ and LLZ lung zones. Therefore, the method is definitely able to determine all nodule locations in 

the LUZ lung zone. In this experiment as well, the retrieval performance of CoB and CHEXRIARS is almost 

the same based on the AUC value obtained. Cob obtained a good AUC value even though it only divided 

the lung zone into two parts, namely LUZ and LLZ because the location of the nodules at the LUZ position 

was successfully classified. Nevertheless, in practical terms, the performance of CHEXRIARS is better 

because CHEXRIARS has divided the lung zone according to the method recommended by the radiologist. 

Additionally, the CHEXRIARS method successfully retrieved images only from the LUZ lung zone alone 

without mixing into the LMZ lung zone such as performed by CoB. 
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Figure 11. PNR curve for all lung zones  
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Figure 11(b) shows the PNR curve for the retrieval test for the LMZ lung zone. Based on the shape of 

the PNR curve and the AUC values shown in the figure, only CHEXRIARS were able to retrieve images that 

had nodules in the LMZ lung zone. The PNR curves for the other methods overlap because they are at a 

constant value on the Y-axis. The AUC values for the three methods were also zero. This condition occurs 

due to the failure of each of these methods to retrieve images for the LMZ lung zone. From our observation, 

it was found that the main cause of OS and CoB not succeeding in retrieving the image is because they both 

do not have a way to form the central lung zone, namely LMZ and RMZ. Additionally, both methods cannot 

annotate images for the central lung zone such as LMZ. At the same time, it is quite surprising when OP, 

which has a technique to annotate the image of the central lung zone, fails to retrieve any image in the LMZ 

lung zone. 

Meanwhile, based on the information shown in Figure 11(c), only two methods successfully retrieved 

the image for the LLZ lung zone namely CoB and CHEXRIARS. Therefore, the figure only shows the PNR 

curve for the CoB and CHEXRIARS. The PNR curves for OS and OP overlap at constant values on the Y-

axis. In the experiments performed, OP failed to classify any image that had nodules location in the LLZ 

lung zone. The OB, on the other hand, has no way to annotate the LLZ lung zone because the method only 

shows a way to form annotation in the LUZ zone. Based on the AUC value shown in the same figure, the 

CoB obtained a higher AUC value at 0.842 compared to CHEXRIARS which managed to get only 0.760. This 

situation occurs because the CoB has only two zones for the left lung, namely the LUZ and LLZ lung zones. 

Therefore, image retrieval using CoB can retrieve each image found in the LLZ lung zone. However, there 

are images that should be classified into the LMZ lung zone but it is considered as the LLZ lung zone using 

the CoB. In contrast to CHEXRIARS, this annotation system divides the left lung into three lung zones 

namely LUZ, LMZ and LLZ. 

Based on the shape of the PNR curve in Figure 11(d), all methods successfully retrieved images for the 

RUZ lung zone. In the figure, it is found that the shape of the PNR curve for CHEXRIARS shows the best 

performance when compared to the others. The shape of the CoB curve shows the second best performance 

and is followed by the OP and OS curve. Based on the AUC value shown in the figure, it is found that the 

AUC value obtained by CHEXRIARS is also the highest at 0.944 followed by CoB at 0.937, OP at 0.800 and 

OS at 0.782. The experimental results show that the performance of CoB and CHEXRIARS is at an excellent 

level (> 0.9). This condition occurs because both methods have been successful in retrieving images that 

have the location of nodules in the RUZ lung zone accurately. 

Based on the information shown in Figure 11(e), only two methods managed to recover the image for 

the RMZ lung zone, namely OP and CHEXRIARS. This is because the OS and the CoB have no way of 

annotating the RMZ lung zone as described in the previous paragraph. Therefore, the figure only shows the 

PNR curves for OP and CHEXRIARS. In the same figure, the AUC value for CHEXRIARS is higher at 0.887 

compared to OP which only obtained 0.754. In this experiment, it was found that for the middle zone 

annotation method, especially RMZ, for CHEXRIARS it is better than OP. This situation occurs because the 

way the division involves the area of the central lung zone of CHEXRIARS is better and more accurate. 

The last section in Figure 11(f) shows only three methods that successfully retrieved the image for the 

RLZ lung zone, namely OP, CoB and CHEXRIARS. The OS failed to retrieve image that had a nodule in the 

RLZ lung zone. Meanwhile, based on the AUC value shown, the AUC value obtained for CoB exceeds the 

OP and CHEXRIARS which is 0.850 compared to 0.732 and 0.808 respectively. The results shown in the 

experiments for the RLZ lung zone are almost the same as those obtained in the LLZ lung zone experiments. 

In both lung zones, Comparison of boundary regions managed to outperform CHEXRIARS. Like the 

discussion involving the LLZ lung zone, this situation occurs because the CoB has only two zones for the 

right lung, namely the RUZ and RLZ lung zones. Of course the Comparison of boundary region managed 

to retrieve each image found in the RLZ lung zone. In fact, there are images that should be classified into 

the central lung zone which is RMZ but classified as RLZ lung zone. 

6.2. Interpolation of PNR Curves  

Figure 11 shows the different image retrieval achievements for each lung zone based on the shape of 

the PNR curve and the AUC value. To facilitate retrieval performance comparison for each method in each 

lung zone, then a new curve needs to be formed by merging all the existing PNR curves. One of the ways 
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that can be done to form this new curve is curve interpolation. The interpolation technique helps to calculate 

the value scattered between several identified points to form a point with a new value [49]. Figure 12 shows 

four PNR curves and AUC values through interpolation techniques. Each curve shows the average value of 

precision in addition to the specified recall value.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12. Interpolation PNR curve for all methods 

Based on the shape of each new interpolated PNR curve in Figure 12, it is found that the interpolated 

PNR curve for CHEXRIARS is the best when compared to the interpolated PNR curve of other methods. 

Only the shape of the interpolated PNR curve for CHEXRIARS is approaching the value of 1 on the X-axis 

and Y-axis, respectively. The AUC value listed in the figure also shows that the AUC value of CHEXRIARS 

is the highest at 0.856 followed by the AUC value of CoB of 0. 582, then the AUC value of OP at 0.478 and 

the AUC value of OS at 0.282. The shape of the interpolated PNR curve and the AUC values confirmed that 

only CHEXRIARS obtained good retrieval performance (AUC values> 0.8). CoB retrieval performance is 

weak (AUC value> 0.5) while OS and OP failed in the retrieval experiments conducted (AUC value <0.5). 

This situation thus indicates that the overall retrieval performance for CHEXRIARS is the best in the 

retrieval tests conducted. 

7. Conclusion 

In this paper we discussed our work on CXR image annotation based on spatial relationship feature 

extraction. Image annotation is very important because it assists the retrieval process from the user query 

towards the image repository. We proposed six processes that need to be undergone in order to annotate 

CXR images using the spatial relationship feature. After the image has been annotated, we also conducted 

a retrieval test for our image annotation system named CXEXRIAS. Based on the retrieval result gained 

from the test, we found out that CHEXRIARS work well to retrieve images for those with nodules in the 

right lung zone (RUZ, RMZ and RLZ). This situation is shown through all forms of PNR curves and AUC 

values for CHEXRIARS in each figure and table involving the right lung zone. Nevertheless, CHEXRIARS 

were found need to be improved to retrieve images for the left lung zone nodules position especially the 

LLZ. Although the best retrieval performance was obtained by CHEXRIARS in the LUZ zone while the 

performance was almost similar for the LMZ, the retrieval performance for the annotation system needs to 

be improved for the LLZ. To overcome the problem, the method of annotating the image for the left lung 

especially for the LLZ needs to be revisited. Among the steps that need to be taken is to refine division of 

lung area into six lung zones and produce a better method to determine the location of nodules that are 

close to the boundary line between the two lung zones. 

In the future we hope that researchers who are interested with our works can improve the following 

aspect for annotating any types of medical images. First, we want to refine the image segmentation process 

where we dreamed of creating a more robust image segmentation technique to filter out pixel noise found 

in CXR images as a result of image manipulation such as image compression and reduction. Secondly, we 

really would like to test our proposed annotation method with various types of medical images CT scan or 

perhaps on serial type’s medical images such as Magnetic Resonance Imaging (MRI). Third, we also planned 

to apply the annotation methods to annotate other complex human anatomy such as the brain, blood vessels 
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Lung zone = RLZ 

Method AUC value 
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Region boundary 0.582 

CHEXRIARS 0.856 
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and skeletal bones (ribs). With all the proposed future studies, we believe that new findings will be obtained 

and it will become more useful especially in annotating medical images.  
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