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Abstract: The machine learning based prediction has been applied in various fields to solve different kind of 

problems. In education, the research on the predictions of examination results is gaining more attentions among 

the researchers. The adaptation of machine learning for the prediction of students’ achievement enables the 

educational institutions to identify the high failure rate, learning problems, and reasons for low student 

performance. This research is proposing the prediction of the Malaysian University English Test (MUET) results 

based on the K-Nearest Neighbour Algorithm (KNN). KNN is a powerful algorithm that has been applied in 

various prediction problems. The prediction of the MUET results would help the students and lecturers to be more 

well prepared and could improve the required English language skills accordingly before the actual examination. 

The MUET result prediction is based on the student’s English courses grades and there are 516 data of students’ 

results that have been collected from Universiti Teknologi MARA (UiTM) Dungun campus. The performance 

measurement that has been used are the mean accuracy, percentage error and mean squared error (MSE). In this 

research, the KNN prediction model has generated an acceptable performance with 65.29% accuracy. For future 

work, KNN could be modified or hybridized to further improve its performance. Furthermore, other algorithms 

could also be explored into this problem to further validate the best predictive model for the prediction of the 

MUET results.  
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1. Introduction 

Malaysian University English Test (MUET) is a set of examinations which are conducted in Malaysia 

to measure the students’ English proficiency levels before enrolling to universities. MUET is made 

compulsory as a pre-requisite requirement to the Bachelor degree programmes in Malaysian universities. 

MUET is consisting of four language skills which are speaking, listening, reading and writing. In MUET, 

the aggregated scores which could be obtained by students from 0 to 300 are classified on a Band scale 

ranging from 1 to 6. In the examination, the Band 1 represents the lowest band, while the Band 6 

represents the highest band [1]. The students who are eligible for MUET are those from the Diploma, 

foundation, matriculation and form six students and they need to pass the MUET to be able to enrol to 

universities. Since the examination comes with a cost, the students must be well prepared to avoid taking 

the examination repeatedly. If they fail the MUET, redo will cause another expenditure and would also 

lose the chance to enrol to the universities. Therefore, for students to be well prepared for the MUET, a lot 

of efforts must be made by the students and the lecturers as well. Among of the efforts are to detect the 

students’ weaknesses in any of the language skills earlier. After many efforts have been made, it is also 

important to predict the examination result as it could help in further detecting any weaknesses that need 

to be more addressed by the students and lecturers.  

Currently, the research on the predictions of examination results which are based on the machine 

learning are gaining more attentions among the educators. One of the research which has adapted 

machine learning algorithms has shown that early prediction of students’ grades might help to improve 
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students’ success rate, result and course selection. Gamulin et al. [2] predicts students’ performance for the 

final examination based on the machine learning and it has successfully improved the learning process. In 

the research, the predictions have given the chance for students and teachers to improve based on their 

predicted results. The prediction on the final examination performance would also help the teachers, 

school authorities or other relevant parties to plan for the appropriate actions on the subject. The research 

done by Ma and Zhou [3] states that the adaptation of machine learning for the prediction of students’ 

achievement or behaviour is very important for the educational institutions. The early prediction could 

help to identify the reasons for poor student achievement, poor learning ability and the high failure rate. 

Based on the predictions, students could also be classified into categories of low, medium, and high based 

on their academic scores. This could help in identifying the slow learners, where early actions could be 

taken to focus more on the weaker students [4]. 

Based on the significance of the prediction of the examination results, this research has proposed the 

prediction of MUET results for the Diploma students in Universiti Teknologi MARA (UiTM) based on the 

K-Nearest Neighbour (KNN) algorithm. KNN is a simple and easier to implement, but powerful 

algorithm that has been proven to perform acceptably in various classification problems [5-9]. According 

to Adeniyi et al. [8], KNN classifier has been consistent, simple to understand and easier to implement 

compared to other machine learning techniques. It has been reported that the KNN algorithm has been 

able to generate high accuracy in an examination performance prediction [10]. Therefore, for this research, 

KNN has been chosen to be explored for the prediction of the MUET results of the UiTM Diploma 

students. 

2. Literature Review 

This section provides brief reviews on the predictions of the examination results using machine 

learning algorithms and reviews on the K-Nearest Neighbour (KNN) algorithm. The summaries on the 

previous prediction of the examination results and the description on the KNN algorithm are presented in 

this section.  

2.1. Predictions of Examination Results 

There are many research that have been done in the machine learning based prediction of 

examination results. Ma and Zhou [3] have adapted machine learning algorithms for the prediction of the 

student pass rates from Portuguese school students. The aim of the research is to help students to be able 

to graduate on time and to help in handling the difficulties in their studies through data mining 

techniques. Gunawan et al. [11] have conducted a study on the prediction on on-time graduation for 

students and to discover what attributes impact the prediction based on decision tree algorithm. Research 

on predicting student’s learning results has also been conducted in Indonesia. In the research, the 

algorithms that have been adapted are the Decision tree and Naïve Bayes [12]. Amra and Maghari [13] 

have applied KNN and Naïve Bayesian for the prediction of results for the secondary school students in 

Gaza. The teachers could then classify the performance of new students based on the classification model. 

KNN and SVM have also been adapted in the examination performance prediction in Iran [10]. Based on 

the previous research, the machine learning based predictions on the examination results have proven to 

be beneficial in the institutions. The prediction is important for educators in order to obtain early feedback 

and to take appropriate actions to improve the students’ performance. The prediction could help to solve 

many students’ performance related problems earlier and thus could help improving the institution’s 

performance. Table 1 represents the summarization of the recent research on the examination result 

predictions. Different algorithms have been adapted in solving various examination results prediction 

problems. Most of the research have shown that the algorithms could solve the different examination 

results prediction with good accuracies. In the previous research, although KNN has not achieved the best 

performance in all of the predictions, the algorithm was still capable to generate acceptable and good 

performance in most of the examination result predictions. In this research, KNN has been selected to 

solve the MUET result prediction based on the capability of the algorithm in solving various other 

problems with good performance. The performance of KNN is to be explored and expected to be 

acceptable in solving this examination result prediction.  
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Table 1. Summary of the Recent Examination Result Predictions 

No. Technique/ Algorithm Objective  Problem Result Reference 

1.  Naïve Bayes, Bayesian 

Network (BN), SVM, 

Multilayer Perceptron 

(MLP), Decision Trees, 

KNN 

To determine the best 

algorithm in 

predicting students’ 

final performance  

Complexity in the 

computer course 

lessons 

Naïve Bayes generated the 

highest accuracy 

[14] 

 

2.  Logistic regression, 

linear discriminant 

analysis, KNN, Naive 

Bayes  

To forecast students 

results 

Monitoring progress 

of learners  

Linear discrimination analysis 

performed the best in this 

problem 

[15] 

 

3.  ANN, Decision Tree, 

SVM and KNN 

To find most suitable 

classifier for the 

student performance 

prediction 

Need to predict the 

student performance 

and handle weaker 

students  

ANN and Decision Tree 

performed better than other 

classifiers. 

[16] 

 

4.  SVM, Decision Trees, 

Feed forward feed-

forward Multi-Layer 

Perceptron (MLP), KNN, 

Random Forest, Linear 

Discriminant Analysis 

and Logistic Regression 

To find the most 

reliable prediction 

model for student 

performance 

Need to analyse and 

determine the hidden 

and useful 

information from 

very large data  

MLP performed better than 

other algorithms 

[17] 

 

5.  Decision tree 

classification with C4.5 

algorithm 

To forecast the 

students on-time 

graduation and to 

discover what 

attributes impact the 

prediction. 

Many universities or 

colleges have not 

fully utilized the 

academic database 

with data mining 

The accuracy of the algorithm 

is acceptable. 

[11] 

 

6.  SVM and DT To help those who 

have difficulties in 

their studies. 

Need to improve the 

passing rates of 

students and reduce 

the dropouts  

Both algorithms have 

achieved good results. 

[3] 

7.  Naïve Bayes and DT  To predict results 

based on academic 

databases. 

Need to explore 

student dataset from 

various academic 

databases  

Naïve Bayes performed better 

than Decision Tree.  

[12] 

 

8.  KNN, NB Classify new students 

according to their 

performance. 

To forecast results for 

education ministry  

Accuracy for Naïve Bayesian 

was better in this problem. 

[13] 

 

9.  SVM, KNN To forecast the 

student’s grade and 

compare the 

algorithms’ 

performance 

accuracies. 

Educators need to 

forecast student 

performance  

Both SVM and KNN 

generated good accuracies. 

[10] 

 

2.2. K-Nearest Neighbour (KNN) 

The simple KNN algorithm is an algorithm that could produce good results and has been widely 

adapted for classification and regression problems [18]. KNN algorithm has also depicted as a lazy 

learning due to its characteristic in classifying a new object based on the training samples and attributes 

[19]. KNN works by learning the training dataset and afterwards determine the label of the new object in 

the training dataset based on the labels of its closest neighbours. The technique considers that the nearby 

objects could have the same label. There are few methods available for choosing the k value. The common 

method is the trial and error, where the small odd numbers are tested one by one to obtain the desirable 

results. Another method is to add the number of classes in the research with 1. There are also methods to 

apply other algorithms to determine the k value. The common way of identifying the object's closest 

neighbours is to compare the distances of the individual object to other objects in the neighbourhood. In 

KNN, mathematical calculation has been used to measure the distances between objects. The commonly 

used distance metrics are Euclidean Distance, Minkowski Distance, Hamming Distance and Manhattan 

Distance. The basic procedures of the KNN algorithm are shown as the following [18]: 
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Algorithm 1. KNN Algorithm 

1: Set the number of nearest neighbours, k 

2: Evaluate the length for each object a and b in the training dataset d(a,b) 

3: Select class according to majority of neighbourhood (the k neighbours) 

4: Repeat steps 2–3 until the maximum iteration has been reached 

Based on the procedures of KNN, the first step is to initialise the value of k, which is the number of 

nearest neighbours. The next step is to evaluate the length for each object a and b d(a,b), with the selected 

distance formula. Then, the object will be classified according to the most of the k neighbours in the 

neighbourhood. The step 2 to step 3 processes will be repeated until all of the objects in the neigbourhood 

have been classified. The process will stop after the maximum iteration has been reached. Figure 1 shows 

that the algorithm would start with the initial value of k, then the processes of calculating the distance and 

selecting class would be repeated until the end of the iteration.  

Due to the simplicity of implementation and good performance of KNN, the original KNN algorithm 

has been chosen to be implemented in solving the MUET result prediction problem. This is to investigate 

the capability of the original KNN in solving the MUET result prediction problem, while further 

improvement of the performance would be addressed in the future work of the research.    

 
Figure 1. Flowchart of KNN Algorithm 

 

3. Methodology 

3.1. Experimental Data 

In this initial research, the main data source was obtained from the Academic Affairs Division of 

Universiti Teknologi MARA (UiTM) Dungun campus. The collected data were consisting of the results of 

the English language courses from the 3 Diploma programmes in the campus. The programmes are the 

Diploma in Hotel Management, Diploma in Accountancy and Diploma in Electrical Engineering. The 

prediction of the MUET results is based on the 3 grades of the English language proficiencies from the 

Diploma courses which are the Integrated Language Skills I (ELC121/ELC120), Integrated Language Skills 

II (ELC151/ELC150) and Integrated Language Skills III (ELC231/ELC230). The grades from the courses 

represent the attributes for the prediction system. The data that had been collected for this research were 

the results of the students’ English language proficiencies from the first semester of 2015 to second 

semester of 2016. There were 516 data of students’ results that had been collected and the dataset was 

converted to numerical values from the grades. The grades were from A+ to C and had been converted to 

continuous numerical values as the data representation. These values were used in the calculation of the 

Euclidean distance in the KNN. The prediction is expected to be able to classify the band of the MUET 

based on the 3 attributes to the system. The classification is consisting of 6 levels of bands which are from 

Band 1 to Band 6. Table 2 shows the attributes for the prediction of the MUET results and the classification 

output.   
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Table 2. Attributes of the prediction and the classification output 

Prediction 

Attributes 

Integrated Language Skills I (ELC121/ELC120) grade 

Integrated Language Skills II (ELC151/ELC150) grade 

Integrated Language Skills III (ELC231/ELC230) grade 

Classification 

Output 

Level 1 to Level 6 

3.2. Prediction System Architecture 

System architecture represents the conceptual model which contains the details of the system 

structure with views of the system. Figure 2 depicts the prediction system architecture that was used in 

this project. It consists of three major phases which are user interface, data collection and preparation and 

the engine part. The prediction system architecture starts with the data collection and preparation phase. 

In this phase, the data are collected from the Academic Affairs Division of UiTM Dungun campus. Data 

pre-processing is where the data is cleaned and transformed into a suitable form to be used for the 

prediction process. Then the data would be trained using the engine from the KNN algorithm. From the 

user interface phase, the prediction of the MUET result begins with user enter the data of the grade of 

results for each of English proficiency language. The input data will be processed by the engine which is 

based on the KNN classification technique for the prediction process. The back end process starts with 

calculation of the length between input data and training data. After calculating the distance, the 

algorithm sorts the distance to the closest input data among the training data and lastly it selects the class 

from most of the closest data. As a result, the output of the prediction is the MUET result in Band level 

from 1 to 6, to be displayed to the user.  

 
 Figure 2.  Prediction System Architecture 

 

3.3. Prediction Model Process Flow 

The flowchart of the KNN based prediction model is shown in Figure 3. The flowchart represents a 

workflow or process of the implementation of the prediction model. Based on Figure 3, the process starts 

with the data acquisition and data pre-processing. Pre-processed data has been transformed into the 

suitable form that could be used by the algorithm. The data will be trained for the prediction of the results 

after the pre-processing phase. Next, using the graphical user interface, the user will input their English 

course grades which are the ELC121, ELC151 and ELC231 results. The back-end engine will predict MUET 

result from the data using the KNN algorithm. Euclidean Distance has been used to calculate the length 
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between the input data and the neighborhood data. After that, it will sort the distance to the nearby input 

data among the neighbourhoods. Then, it will select the class of the majority of the neighbourhood, and it 

will display to the user the output of which band level that has been predicted based on the English 

course results. The band level is ranged from level 1 to level 6. Level 1 represents the lowermost band, 

while level 6 represents the uppermost band.  

 
            Figure 3. Flowchart of the MUET results prediction process 

 

4. Results and Finding 

In the performance evaluation, there are several values of k that has been tested for the KNN 

algorithm to get the best results. The values of k that have been tested were the small, odd numbers 

because generally an odd number is used if the number of classes is 2 or more. In this research, the value 

of k is related to the error rate of the model. In order to prevent overfitting or underfitting, various values 

of k has been tested. The results of the various k that have been tested are presented in the mean accuracy, 

percentage error and the mean squared error. 

 

4.1. Mean Accuracy 

The mean accuracy is calculated from the average of the accurate results over the overall dataset. The 

results of the mean accuracies of the prediction with different values of k starting from the odd number of 

1 until 9 are shown in Table 3. In the testing, the lowest accuracy is obtained when the k is 3 with the 

mean accuracy of 57.45% and the highest accuracy is achieved when the k is 9 with the mean accuracy of 

65.29%.   
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Table 3. Mean Accuracy of KNN Prediction 

Value of k Mean Accuracy (%) 

k = 1 59.02 

k = 3 57.45 

k = 5 60.39 

k = 7 63.14 

k = 9 65.29 

To summarize the results that have been shown in Table 3, the trend of the mean accuracy of the 

prediction model is shown in Figure 4. The graph shows that the mean accuracy has increased from the 

value of k=3 up until k=9. Based on the graph, the mean accuracies of the prediction have been improving 

with the increased value of k. For the testing phase, the value of k=9 has been chosen based on the best 

accuracy results that has been achieved.   

               
 Figure 4. Graph of Mean Accuracy 

4.2. Percentage Error 

The percentage error is the opposite of the percentage accuracy. The lower percentage error 

represents the lower error of the prediction. The results in Table 4 shows that the lowest error is when the 

k=9 with 25.49% error and the highest error is when the value of k is 1 with 35.29% of error. 

Table 4. Percentage Error 

Value of k Percentage Error (%) 

k = 1 35.29 

k = 3 31.37 

k = 5 29.41 

k = 7 27.45 

k = 9 25.49 

To summarize the results that have been shown in Table 4, Figure 5 shows the trend of the 

percentage error of the prediction model. The graph shows that the percentage error decreases from the 

value of k = 1 up to k = 9. This shows that the error is continually decreasing with the increasing value of k.  

 
                Figure 5. Graph of Percentage Error 
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4.3. Mean Squared Error  

Mean Squared Error (MSE) is measured by the square root of the average square difference between 

the correct value and predicted value. The value that is closer to zero shows the better the prediction 

model is. The results of the MSE for each of the k value are shwon in Table 5. In this research, the lowest 

MSE value is 0.63 when the value of k is 9 and the highest MSE value is 0.77 when the k value is 1. Based 

on the results, the value of k=9 could yield better prediction. 

Table 5. Mean Squared Error (MSE) 

Value of k for KNN Mean Squared Error 

k = 1 0.77 

k = 3 0.66 

k = 5 0.71 

k = 7 0.67 

k = 9 0.63 

Figure 6 shows the trend of the MSE with the different k values. The graph shows the highest MSE 

value is at k = 1 and the lowest is at k = 9. The MSE has decreased with the bigger number of k. In this 

research, the larger value of k is more significant as it produces smaller error in the prediction.   

 
                Figure 6. Graph of Mean Squared Error (MSE) 

4.4. Prediction Model Interface  

The prediction model interface has been developed from the built-in library of Streamlit. Streamlit 

was used to deploy the prototype into the web-app. Streamlit is a library based in Python open-source 

that enables a simple personalised web app for machine learning and data science to be easily constructed 

and distributed. The prediction model starts with the user entering the ELC121, ELC151 and ELC231 

grades and the prediction of the MUET result is obtained by pressing the Enter key. The result would be 

displayed as shown in Figure 7.  

 
                Figure 7. Prediction Model User Interface 
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5. Conclusion and Recommendation 

This research has implemented the K-Nearest Neighbour (KNN) algorithm to predict the Malaysian 

University English Test (MUET) results based on the Diploma English courses grades. In this research, 

KNN has been initially explored to test its performance to solve the MUET prediction problem. Based on 

the performance evaluation, KNN has shown an acceptable performance with the accuracy of 65.29% in 

the prediction. The prediction model has been developed as a tool to help the Diploma students of 

Universiti Teknologi MARA (UiTM) to predict their MUET band level to apply for the Bachelor 

programmes in Malaysian universities. The results of the prediction could enable students to prepare for 

the actual MUET and improve their weakness earlier in the English language skills. As for the lecturers, 

they could figure out which language skills are the most problematic to students and could later focus on 

the specific language skills to help students to pass the MUET. For the future prediction model 

improvement, there are also other relevant English examination results that could be considered as the 

attributes to the system such as the English placement test results, Sijil Pelajaran Malaysia (SPM) English 

result and the student's CGPA. These results might further improve the accuracy of the prediction since 

they are related to the students' English performance. Moreover, the accuracy of the prediction might also 

be higher if larger number of datasets have been used in the training and testing phases. Modified or 

hybrid techniques could also be considered to further improve the performance of KNN in solving this 

particular problem. For future work, KNN could be modified or hybridized to further improve or enhance 

its performance. Furthermore, other algorithms such as Naïve Bayes, ANN and SVM could also be tested 

and compared with the KNN algorithm in the prediction of the MUET results. The exploration of various 

algorithms into this problem could further validate the best predictive model for the prediction of the 

MUET results. 
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