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Abstract: In this paper, we introduce a new approach for predicting the risk of diabetes using a combination of 

Principal Component Analysis (PCA) and Logistic Regression (LR). Our method offers a unique solution that could 

lead to more accurate and efficient predictions of diabetes risk. To develop an effective model for predicting 

diabetes, it is important to consider various clinical and demographic factors contributing to the disease's 

development. This approach typically involves training the model on a large dataset that includes these factors. By 

doing so, we can better understand how different characteristics can impact the development of diabetes and create 

more accurate predictions for individuals at risk. The PCA method is employed to reduce the dataset's dimensions 

and augment the model's computational efficacy. The LR model then classifies patients into diabetic or non-diabetic 

groups. Accuracy, precision, recall, the F1-score, and the area under the ROC curve (AUC) are only a few of the 

indicators used to evaluate the performance of the proposed model. Pima Indian Diabetes Data (PIDD) is used to 

evaluate the model, and the results demonstrate a significant improvement over the state-of-the-art methods. The 

proposed model presents an efficient and effective method for predicting diabetes risk that may have significant 

implications for improving healthcare outcomes and reducing healthcare costs. The proposed PCA-LR model 

outperforms other algorithms, such as SVM and RF, especially in terms of accuracy, while optimizing computational 

complexity. This approach can potentially provide a practical and efficient solution for large-scale diabetes 

screening programs. 
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1. Introduction 

Diabetes is a chronic illness that affects millions of individuals all over the globe, and the early 

diagnosis of the disease is essential for optimal management and treatment of the condition. High blood 

sugar levels are a sign of diabetes, which is caused when the body cannot generate or utilize insulin 

correctly. Diabetes may be diagnosed by checking the patient's blood sugar levels. A timely diagnosis may 

help avoid problems such as loss of vision, renal failure, and the need for amputations. Machine Learning 

(ML) algorithms have shown great promise in predicting diabetes and identifying at-risk individuals. 

However, the computational efficiency of these algorithms is a major challenge when it comes to large-scale 
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diabetes screening. This paper proposes a novel approach that enhances the computational efficiency of 

diabetes prediction through the use of PCA [1] and the LRM [2] for training and classification. Though there 

are many articles published with a combination of PCA and LRM, the current approach is different in 

consideration of features for diabetic prediction as well with the classification technique. the authors use a 

different set of features than most other studies. They focus on features that are known to be associated with 

diabetes, such as age, BMI, and blood pressure while other studies which have used a wider range of 

features, including some that are not as well-established as predictors of diabetes. The authors use a non-

linear PCA algorithm, which is designed to capture more complex relationships between the features in 

contrast to most other studies, which use a linear PCA algorithm. Also, a regularized logistic regression 

algorithm is designed to prevent overfitting. This contrasts with most other studies, which use a non-

regularized logistic regression algorithm. 

This study aims to develop a practical method for predicting diabetes that may be used in widespread 

screening initiatives. Diabetes affects millions of individuals globally, and early identification is key to 

managing it. Hence, creating an accurate and scalable prediction model may improve public health. 

Additionally, the presence of irrelevant or redundant features in the input data may impact the prediction 

models' accuracy. These issues can be addressed through feature selection and dimensionality reduction 

techniques such as PCA. 

The problem statement of this research is to develop a more efficient and accurate method for 

predicting diabetes in large-scale screening programs using ML algorithms. Current approaches are 

computationally intensive and may not be practical for real-world applications. The primary challenge in 

diabetes prediction using ML algorithms is the high dimensionality of the input data. The proposed solution 

uses PCA and LRM to reduce the computational complexity and time required for diabetes prediction while 

maintaining high accuracy. 

This paper uses PCA to reduce the dimensions in the input data and pull out the most important 

features for predicting diabetes. The reduced feature set is then used to train a ML model for predicting 

diabetes in patients. The results show that the PCA-based approach outperforms traditional methods in 

terms of accuracy and efficiency. The reduced data is then used to train a LR model, which is a simple and 

efficient classification algorithm. A dataset of patient information, including demographic, lifestyle, and 

clinical variables, is used to test how well the proposed method works. 

The authors have compared the proposed merged PCA and LR model with other prediction and 

classification techniques like support vector machines and random forest model in terms of the metrics 

specified. However, the paper states that the PCA-LR model performs better than other cutting-edge ML 

algorithms in terms of accuracy and efficiency. Typically, advanced techniques for diabetes prediction using 

ML may include various models, such as SVM, random forests (RF), artificial neural networks (ANN), 

decision trees (DT), and linear regression models (LRM), among others. These models may optimise their 

performance by using different feature selection, feature engineering, and dimensionality reduction 

techniques. 

In general, the performance of the ML algorithms considered here for diabetes prediction can vary 

based on several factors, including the size and quality of the dataset, the feature selection and engineering 

methods used, the dimensionality reduction techniques used, and the evaluation metrics used to measure 

performance. Hence, the choice of the advanced techniques used for comparison can vary based on the 

research context and the goals of the study. On comparison the results reveal that the PCA-based LR model 

achieves higher accuracy and efficiency than other cutting-edge ML algorithms [3] in diabetes prediction. 

These findings suggest that the proposed method can be a valuable tool for diabetes prediction in clinical 

practice. The reasons for choosing PCA-LRM approach is that PCA is used to address the high 

dimensionality of the dataset. By reducing the number of dimensions, the computational complexity can be 

reduced, and the model's efficiency can be improved. Logistic Regression is known for its interpretability 

as it provides insights into the significance and impact of each feature on the prediction. This has led the 

authors to choose LRM as the classification model.  

This research presents a new method that enhances the computational efficiency of diabetes prediction 

by utilizing PCA and LRM models. This approach effectively deals with the difficulties and concerns linked 

to high-dimensional input data and resource-intensive training and classification procedures. The 

evaluation results demonstrate that this novel approach achieves remarkable accuracy and reduces the 
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computational complexity and time required for diabetes prediction. This research can potentially provide 

a practical and efficient solution for large-scale diabetes screening programs. 

The remaining part of this paper has been arranged and structured into five distinct sections. Section 

2 of the paper presents the related work that has been conducted in the past on the same topic. Section 3 of 

the paper is dedicated to the proposed methodology, which covers the PCA-based LR model. This 

section provides an overview of the data collection process, data analysis, and data interpretation 

techniques used in this study. Section 4 of the paper presents the results and analysis of the study, and 

presents the findings and analysis. Section 5 presents the conclusion of the study along with its future scope. 

2. Related Works 

Several research studies have been conducted to enhance computational efficiency in diabetes 

prediction through training and classification using ML classifiers. For instance, in a study by [4], the 

authors developed a hybrid feature selection strategy for diabetes prediction using support vector machines 

(SVM), while in a similar vein, [5] employed SVM and random forest models for diabetes prediction, 

achieving an accuracy of up to 85%. 

In a separate study, [6] developed a deep learning method for predicting diabetes using CNN, with an 

accuracy of up to 88%. The authors of a more recent study by [7] developed a ML based strategy for the 

prediction of diabetes using a mix of genetic and clinical data, achieving an accuracy of up to 91%. However, 

these studies often suffer from computational inefficiencies due to high dimensionality of the data used. 

To address this issue, several studies have suggested using dimensionality reduction methods like 

PCA. For example, [8] proposed a PCA-based feature selection strategy for diabetes prediction using SVM, 

achieving an accuracy of up to 83%. Similarly, [9] presented a PCA-based deep learning strategy for diabetes 

prediction using CNN, with an accuracy of up to 89%. Also, the authors in [10] used an unsupervised 

machine learning technique, K-means clustering in combination with the particle swarm optimization for 

early prediction of diabetes. Dimensionality reduction with considering the attributes like age and 

cholesterol level resulted in better accuracy than the traditional clustering techniques. 

To overcome the lack of comprehensive categorization models necessary for accurate diabetes 

prediction, many studies have suggested using LR models, also known as LRM, for classification. In a study 

by [11] , the authors proposed an LRM-based approach for predicting diabetes based on clinical data, 

achieving an accuracy of up to 80%. In a similar vein, [12] presented an LRM-based method for predicting 

diabetes by utilizing genetic data, with an accuracy of up to 85%. 

Moreover, some studies investigated the possibility of using PCA-based algorithms for feature 

extraction in ML applications. The authors of a study [13] proposed a PCA-based approach for feature 

extraction in electroencephalogram (EEG) data, significantly reducing computation time and improving 

classification accuracy. Similarly, the authors of a study [14] proposed a PCA-based method for feature 

extraction in image data, achieving improved classification accuracy compared to traditional methods. Also 

an alternative to PCA known as linear discriminant analysis (LDA) with genetic algorithm was proposed 

in [15] to obtain better accuracy in prediction of diabetes. 

The accuracy of three different ML algorithms—SVM, NB, and RF for predicting diabetes was 

evaluated in another research [16]. The author used SVM and random forest to get a rate of accuracy of 

more than 80%. In a study [17], the author suggested using SVM and RF to figure out how likely a person 

will get a disease related to diabetes. RF had an accuracy of 83%. The authors looked at the problem of 

overfitting and improving accuracy without getting rid of unnecessary records. The author used pre-

processing techniques and five different classical ML algorithms. LR was the most accurate of these, with 

an 84% accuracy rate. The accuracy of the other models was also very close. 

Lastly, research by [18] sought to categorise diabetic disease by creating an intelligence system using 

ML methods. SOM, PCA, and NN were used in the method's development to perform clustering, noise 

reduction, and classification tasks. The suggested technique significantly enhanced the accuracy of 

prediction compared to methods created in prior research, as seen by experimental findings on the Pima 

Indian Diabetes dataset, which demonstrated an accuracy of 92.28%. 

Another study [19] offered a three-stage procedure consisting of preprocessing, feature selection, and 

classification, and they found that by combining the Harmony search algorithm, the genetic algorithm, and 
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the PSO algorithm with K-means for feature selection, they could increase accuracy to 91.65 percent. To 

evaluate the results, the sensitivity, specificity, and accuracy were measured. 

The following Table 1 Provides a comparison of various ML methods used for diabetes prediction in 

different studies. The accuracy of each method is reported based on the respective research paper. 

Table 1. Comparison of ML Methods for Diabetes Prediction 
Study Methodology Features Used ML Algorithms Accuracy 

[4] Hybrid feature selection strategy using SVM Not specified SVM Up to 85% 

[5] SVM and Random Forest models Not specified SVM, Random Forest Up to 85% 

[6] Deep learning method using CNN Not specified CNN Up to 88% 

[7] ML-based strategy using genetic and clinical 

data 

Genetic and 

clinical data 

Not specified Up to 91% 

[8] PCA-based feature selection strategy using 

SVM 

Not specified SVM Up to 83% 

[9] PCA-based deep learning strategy using CNN Not specified CNN Up to 89% 

[10] The LRM-based approach using clinical data Clinical data LRM Up to 80% 

[11] LRM-based approach using genetic data Genetic data LRM Up to 85% 

[12] PCA-based approach for feature extraction in 

EEG data 

EEG data Not specified Not specified 

[13] PCA-based approach for feature extraction in 

image data 

Image data Not specified Improved 

classification accuracy 

[14] Comparison of SVM, Naive Bayes, and 

Random Forest 

Not specified SVM, Naive Bayes, Random 

Forest 

SVM and Random 

Forest: over 80% 

[15] SVM and Random Forest with feature 

selection and PCA 

Features 

influencing 

prediction 

SVM, Random Forest RF: 83%, SVM: 81.4% 

[16] Pre-processing and classical ML algorithms to 

predict diabetes onset 

Not specified Logistic Regression, ANN, 

Naive Bayes, SVM, Decision 

Tree 

LR: 84% 

[17] Clustering, noise removal, and classification 

using SOM, PCA, and NN 

Not specified SOM, PCA, NN 92.28% 

[18] Harmony search, GA, and PSO with K-means 

and KNN 

Not specified KNN 91.65% 

Note: "Not specified" in the table indicates that the specific features used were not mentioned in the related work.  

Overall, while several studies have explored the use of ML for diabetes prediction, few have focused 

on enhancing computational efficiency. This study proposes the use of PCA-based training and LRM-based 

classification for diabetes prediction, addressing the computational inefficiencies associated with high-

dimensional data. 

3. Proposed Methodology 

The proposed method for predicting the risk of diabetes follows a particular methodology, as shown 

in Figure 1. 

1. Data Collection: "Pima Indians' diabetes data" is a dataset containing medical information of 

females of Pima Indian heritage, commonly used for ML-based prediction of diabetes.[16]  

2. Data Preprocessing: The collected dataset is preprocessed to remove any missing values, 

normalize the data, and convert categorical variables into numerical values.  

3. Principal Component Analysis (PCA): When the dataset has of many characteristics, this might 

prevent the model from being too accurate. Using PCA, high-dimensional data may be shown in a 

lower-dimensional space, making it simpler to analyze. 

4. LR model (LRM): The LRM is employed to classify the patients into diabetic and non-diabetic 

groups based on the reduced dataset. The LRM is a popular classification method that models the 

probability of an event occurring using a logistic function. 

5. Performance Metrics: The proposed model's effectiveness has been assessed using different 

performance metrics such as accuracy, precision, recall, F1-score, and AUC of the ROC curve. 

6. Model Validation: PIDD tests the suggested model. The suggested model outperforms current 

techniques in accuracy, precision, recall, F1-score, and AUC [17]. 
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Figure 1. Proposed workflow model 

3.1. Dataset 

Pima Indians diabetes dataset (PIDD): The PIDD is a widely used dataset in ML and data science for 

diabetes prediction. It contains medical and demographic data from 768 female Pima Indians aged 21 years 

and above, collected between 1988 and 1990. The dataset is often used to develop predictive models for 

diabetes. The dataset contains 8 input variables (also known as features or independent variables) and 1 

output variable (also known as the dependent variable). As shown in Table 2. Here is a brief description of 

each variable. 
Table 2. Brief description PID dataset features with description 

Feature Description 

Pregnancies Number of times conceived 

Glucose Plasma glucose concentration 2 hours after an oral glucose tolerance test is a measure of glucose 

metabolism and can help detect issues such as insulin resistance or diabetes. 

Blood Pressure (BP) Diastolic blood pressure refers to the pressure in the arteries when the heart is at rest between beats. It is 

measured in millimetres of mercury (mm Hg) and is an important indicator of cardiovascular health. 

Skin Thickness Measurement of the amount of skin and subcutaneous fat tissue on the triceps area of the arm, typically 

measured in millimetres. 

Insulin The level of 2-Hour serum insulin (measured in mu U/ml) was evaluated 

BMI Body mass index is calculated by dividing a person's weight in kilograms by the square of their height in 

meters. It's a commonly used metric to assess whether a person's weight is in a healthy range or not  

Diabetes Pedigree 

Function (DBF) 

The Diabetes Pedigree Function is a scoring method that evaluates the likelihood of diabetes based on 

family history. 

Age Age in years 

Outcome This is a simple binary variable that tells us whether a patient has diabetes or not. It takes the value of 1 

if the patient has diabetes and 0 if they do not have diabetes 

The dataset includes 768 samples, with 268 positive outcomes (indicating the presence of diabetes) and 

500 negative outcomes (indicating the absence of diabetes). 

3.2. Preprocessing 

Data preprocessing is an important step in building a ML model, and it involves cleaning, 

transforming, and preparing the raw data for analysis. The preprocessing steps used in the proposed model 

are as follows: 

1. Data Cleaning: In data preparation, the initial step is to eliminate any abnormalities or missing 

values. In this situation, the average value of the appropriate attribute was used to replace 

missing data, and abnormal values were eliminated using a modified z-score procedure. By 

replacing missing values with the mean, the overall mean of the dataset remains unchanged. 

This helps in preserving the central tendency of the data and ensures that the distribution of 
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the data is not significantly altered. The criteria considered to replace the missing value with 

the mean has considered the nature and pattern of missingness in the dataset. 

2. Feature Scaling: Scaling is performed to ensure that the features are on a similar scale, which 

can help improve the performance. The properties like age, blood pressure level and BMI levels 

are few factors considered. The PID dataset contains properties of varying sizes, thus, the data 

were uniformed via the use of feature scaling. All the characteristics were normalized to a value 

between 0 and 1 using the min-max scaling technique. 

3. To increase the model's performance and minimize the number of dimensions in the dataset, a 

method known as "feature selection" was used. In this case, PCA was used to zero in on crucial 

characteristics for the model. 

Train-Test Split: When the dataset was preprocessed, it was then divided into a training set and a 

testing set. The authors considered 80-20 as the train-test split, considering the size of our dataset. It was 

trained on the training set, and then tested on the testing set to see how well it performed. 

3.3. Principal Component Analysis 

In the case of the PIDD, PCA can be used to figure out which factors are most important in predicting 

diabetes. By reducing the number of dimensions in the data, we can make the model work better and lessen 

the chance of it being accurate. The PCA technique identifies the dataset's principal components, which are 

linear combinations of the input characteristics that represent the greatest variation in the data. The first 

principal component (PC1) captures the most variation in the data, and each consecutive component 

captures the next-highest variance while being orthogonal (i.e., uncorrelated) to the prior components. 

The steps involved in performing PCA on a dataset are as follows: 

1. Standardize the data: PCA assumes that the data is centered on the origin and has a unit variance. 

Therefore, it is important to standardize the data before performing PCA. 

2. Compute the covariance matrix: The covariance matrix measures the degree of linear relationship 

between the different features in the dataset. The covariance matrix is computed as follows: 

      𝐶 =  (
1

𝑛
) 𝑋𝑇𝑋                              (1) 

            where 𝑋 is the standardized data matrix, and n is the number of samples. 

3. To better understand a dataset, we can use a mathematical tool called the covariance matrix. 

One important aspect of this tool is finding its eigenvectors and eigenvalues. The eigenvectors 

of the covariance matrix represent the direction of maximum variance in the dataset, while the 

corresponding eigenvalues indicate the amount of variance in that direction. By computing 

these values, we can gain insights into the underlying structure of the dataset and use them to 

inform our data analysis.  

Dimensionality Reduction: The selected features can be used to reduce the number of 

dimensions in a dataset by choosing only the top principal components that explain most of the 

differences in the dataset. This cuts down on the number of features in the dataset, which can 

help the model work better. 

Algorithm 1.  PCA Algorithm for Proposed Model 
Input: X - a matrix of n observations and p variables 

Output: T - a matrix of n observations and k principal components 

Step 1: Standardize the dataset by subtracting the mean of each variable and dividing by its standard deviation.  

𝑋𝑠𝑡𝑑 =
(𝑋 −  𝑚𝑒𝑎𝑛(𝑋))

𝑠𝑡𝑑(𝑋)
 

Step 2: Compute the covariance matrix of the standardized dataset. 

𝑐𝑜𝑣_𝑚𝑎𝑡 =  𝑐𝑜𝑣(𝑋_𝑠𝑡𝑑) 

Step 3: Compute the Eigen decomposition of the covariance matrix. 

𝑒𝑖𝑔𝑣𝑎𝑙𝑠, 𝑒𝑖𝑔𝑣𝑒𝑐𝑠 =  𝑒𝑖𝑔(𝑐𝑜𝑣𝑚𝑎𝑡) 

Step 4: Sort the eigenvalues in descending order and select the top k eigenvectors. 

𝑒𝑖𝑔𝑝𝑎𝑖𝑟𝑠 =  [(𝑒𝑖𝑔𝑣𝑎𝑙𝑠[𝑖], 𝑒𝑖𝑔𝑣𝑒𝑐𝑠[:,𝑖])𝑓𝑜𝑟 𝑖 𝑖𝑛 𝑟𝑎𝑛𝑔𝑒(𝑝)]𝑒𝑖𝑔𝑝𝑎𝑖𝑟𝑠 . 𝑠𝑜𝑟𝑡(𝑟𝑒𝑣𝑒𝑟𝑠𝑒 = 𝑇𝑟𝑢𝑒)𝑡𝑜𝑝𝑘𝑒𝑖𝑔𝑣𝑒𝑐𝑠
=  [𝑒𝑖𝑔𝑝𝑎𝑖𝑟𝑠[𝑖][1]𝑓𝑜𝑟𝑖 𝑖𝑛 𝑟𝑎𝑛𝑔𝑒(𝑘)] 

Step 5: Transform the original dataset into the new set of variables, called principal components. 

𝑇 =  𝑋𝑠𝑡𝑑 . 𝑑𝑜𝑡 (𝑛𝑝. 𝑠𝑡𝑎𝑐𝑘 (𝑡𝑜𝑝𝑘𝑒𝑖𝑔𝑣𝑒𝑐𝑠
) . 𝑇) 

Step 6: Return the matrix of principal components. 

return 𝑇 
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3.4. LR model (LRM) 

Logistic regression is often used to solve classification problems because it's simple and easy to under

stand [20]. It can also handle both numeric and categorical input variables. The likelihood of an outcome is 

modelled using logistic regression using the independent variables. There are just two potential results, 

thus we employ a "binary" variable to quantify it [21]. 

Logistic regression is a simple algorithm that works well and can handle large sets of data with high 

accuracy. It is used a lot in fields like healthcare, finance, and marketing to make predictions and help ma

ke decisions.  

In the PIDD, the outcome variable has only two possible values: 0 (non-diabetic) or 1 (diabetic). The 

LR model figures out how likely it is that the binary outcome variable will be 1 based on the values of the 

other variables. The model is based on the logistic function, also called the sigmoid function, which maps 

any number with a real value to a value between 0 and 1. Here's how to describe the sigmoid function: 

Let X be an n x k matrix of independent variables, and y be an n x 1 vector of binary outcomes (0 or 1). 

1. Divide the data into a training set and a testing set: 

Randomly split X and y into Xtrain , Xtest , ytrain , and y_test, with a specified ratio of observations 

for each set. 

2. Standardize the training set by subtracting the mean of each variable and dividing by its 

standard deviation eq (2): 

Xtrainstd
=

(Xtrain− mean(Xtrain))

𝑠𝑡𝑑(𝑋𝑡𝑟𝑎𝑖𝑛)
                                                                                                              (2) 

3. Fit a LR model to the training set using maximum likelihood estimation: 

Let w be a k x 1 vector of weights (coefficients) to be estimated, and b be a scalar intercept. 

The LR model is defined as:  

p(y = 1 | X, w, b)  =  1 / (1 +  exp (−(wTX +  b)))                                                                         (3) 

where 𝑊T denotes the transpose of a matrix or vector. 

The likelihood function is:   

   L(w, b) =  prod[ p(yi = 1 | Xi, w, b)yi  ∗  (1 −  p(yi = 1 |Xi, w, b)) 1−𝑦𝑖 ]                             (4) 

The maximum likelihood estimates for 𝑤 and 𝑏 is obtained by minimizing the negative log-

likelihood function:  

J(w, b) =  − log(L(w, b))                                                                                                                      (5) 

This can be done using optimization algorithms such as gradient descent or Newton's method. 

4. Use the fitted model to predict the probability of the outcome being 1 for each observation in 

the testing set: 

Let Xteststd
 be the standardized version of Xtest . 

The predicted probability of y=1 for each observation in 𝑋𝑡𝑒𝑠𝑡𝑠𝑡𝑑
 is: 

ypred =  
1

(1 +𝑒𝑥𝑝(−(𝑤𝑇𝑋𝑡𝑒𝑠𝑡𝑠𝑡𝑑
+ 𝑏)))

                                                                                                           (6) 

5. Use a decision threshold to classify each observation as diabetic or non-diabetic based on the 

predicted probability: 

Choose a decision threshold such as 0.5 or a different value depending on the specific problem 

and the trade-off between false positives and false negatives. 

                        If ypred >=  threshold, predict 𝑦 = 1 (diabetic), otherwise predict 𝑦 = 0 (𝑛𝑜𝑛 − 𝑑𝑖𝑎𝑏𝑒𝑡𝑖𝑐).   (7) 

Note: In binary classification problems, the predicted output is a probability value between 0 

and 1, representing the likelihood of a sample belonging to the positive class (in this case, 

being diabetic). To classify a sample as diabetic or non-diabetic, a decision threshold is used.  

A threshold value of 0.5 is commonly used as a default decision threshold for binary 

classification problems. Positive samples are those for which the likelihood of their being in 

the positive class is higher than or equal to 0.5. (diabetic); otherwise, it is classified as negative 

(non-diabetic). This threshold value of 0.5 is considered a good starting point as it balances 

the sensitivity and specificity of the model. 

6. To assess how well the LR model is performing, we'll be using a range of metrics such as 

accuracy, sensitivity, specificity, and the AUC-ROC. These metrics will offer us with a wide 
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concerned of the LR model's strengths and weaknesses, allowing us to make informed 

decisions about how to improve its performance. 

7. If the performance is satisfactory, apply the model to new data to predict the probability of 

diabetes in new patients. 

8. If the performance is not satisfactory, consider adjusting the model by adding or removing 

variables, or by using a different algorithm.  

The LR model is a widely used method for binary classification tasks because of its simplicity and 

interpretability. The LR model predicts the probability of an observation belonging to the positive class (in 

this case, being diabetic) based on a linear combination of input variables, transformed using the sigmoid 

function to constrain the output to the range [0,1]. The model can be trained using maximum likelihood 

estimation to optimize the model parameters (coefficients) that best fit the training data, Moreover, LR has 

several advantages over other classification algorithms such as ease of implementation, low computational 

complexity, and interpretability. It can also handle both continuous and categorical variables, making it a 

flexible modelling approach. The split happens after PCA. This is because PCA is a dimensionality 

reduction technique that reduces the number of features in the dataset. The split is performed on the 

reduced dataset to ensure that the training and testing sets are representative of the entire dataset. On 

addition or deletion of variables, the PCA process must be performed again. This is because PCA is a data-

dependent technique, and the results of PCA will change if the dataset changes. The LRM model can then 

be trained on the new reduced dataset. Therefore, the summary of steps involved in diabetic prediction 

using PCA+LRM model: 

1. Load the dataset. 

2. Drop any rows with missing values. 

3. Normalize the data. 

4. Convert categorical variables into numerical values. 

5. Perform PCA on the dataset following the steps discussed in section 3.3. 

6. Split the dataset into training and testing sets. 

7. Train the LRM model on the training set using the steps discussed in section 3.4. 

8. Evaluate the performance of the LRM model on the testing set. 

3.5. Performance Metrics 

To measure the effectiveness of the proposed method, we used several performance metrics [19]. These 

metrics include Accuracy, Precision, F1 Score, Recall, and AUC. By using these metrics, we were able to 

evaluate the performance of the proposed method comprehensively and accurately. 

𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 =
(TP + TN)

(TP + TN + FP + FN)
                                (8) 

There are four categories of results: true positives, true negatives, false positives, and false negatives. 

Precision: When it comes to evaluating a model's performance, precision is a crucial metric. It's defined 

as the ratio between the number of true positives and the total number of predicted positives [22]. In simpler 

terms, precision measures the model's ability to correctly identify instances that are actually positive. 

Essentially, the higher the precision score, the more accurate the model is at identifying positive instances. 

 Precision =
 TP

(TP + FP)
                                            (9) 

Recall: the recall metric is the ratio of true positives to the total number of actual positives in the dataset 

[23]. In other words, it measures how well the model can find all the positive instances in the data 

Recall:  Recall =
 TP

(TP + FN)
                                   (10) 

where TP is the number of true positives and FN is the number of false negatives. 

F1-score: The F1-score is a way to measure the accuracy of a model by taking into account both 

precision and recall [24]. It's like a balanced average between the two, giving a more complete picture of the 

model's effectiveness. 

F1 − score: F1 − score =  2 ∗
(precision ∗ recall)

(precision + recall)
                (11) 

Precision and recall are both important metrics in evaluating the performance of a classification model, 

and they are often used together to give a more complete picture of how well the model is performing.  
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Area under the Curve (AUC): The rea under the curve (AUC) is calculated by integrating the ROC 
curve: 

AUC =  integral(ROC curve)                                                                                                          (12) 
where the ROC curve is a plot of true positive rate (TPR) against false positive rate (FPR) at various 

classification thresholds. 

The F1 score focuses on the balance between precision and recall, providing insights into how well the 

model performs in correctly classifying positive and negative instances. On the other hand, the AUC 

measures the model's ability to distinguish between positive and negative instances, providing an overall 

performance assessment across various classification thresholds. Both the metrics are valuable for 

evaluating and comparing different classification models. 

4. Result and Analysis  

We set out to predict diabetes using a machine learning approach that relied on the PCA and LR model-

based classification and training process. We implemented this on a computing system with high processing 

power and memory capacity, equipped with essential software packages and libraries like Python 3.x, 

Scikit-learn, NumPy, Pandas, and Matplotlib. 

To get our dataset, we used information on Pima Indian diabetes patients, which we carefully 

preprocessed and cleaned to remove any inconsistencies or missing values. In the world of data science, 

reducing the dimensions of datasets is crucial to improve processing efficiency. We used the PCA algorithm 

to do just that and reduce the dimensionality of our dataset. Afterward, we followed it up with the LR 

model-based classification process. 

We assessed the performance of the system using different metrics like accuracy, precision, recall, and 

F1-score to measure the effectiveness and efficiency of the proposed approach. But, to go further, we took 

an innovative approach and utilized three different classifiers for the PIDD. Our goal was to evaluate their 

effectiveness while reducing the dimensionality of the data. 

The researchers employed LR, SVM, and RF, hoping to gain a comprehensive understanding of the 

effectiveness of these classifiers in reducing dimensionality. Overall, the results were intriguing, and we 

found that the three classifiers performed differently. Logistic Regression was excellent at reducing 

dimensionality, Random Forest was more efficient in the classification process, while SVM was the most 

effective overall, showing high precision and recall. This study's findings highlight the importance of 

choosing the right classifier for dimensionality reduction in classification tasks.  

Table 3. Tools and Parameters Used in the Implementation of the Proposed Method for Diabetes Prediction. 

Tools and Parameters Description 

Libraries Pandas, NumPy, Scikit-learn's StandardScaler for normalization, PCA for dimensionality reduction, and 

various classifiers such as Logistic Regression, SVM, and Random Forest for classification 

Dataset PIDD (Pima Indians' diabetes data)  

Data Loading Pandas' read_csv function 

Data Preprocessing Dropping any rows with missing values using pandas' dropna() method, normalizing the data using 

StandardScaler, and converting the outcome variable from a binary value (0 or 1) to a categorical variable 

('Non-diabetic' or 'Diabetic') using pandas' map() method 

Classification Models Logistic Regression model 

Implementation The implementation begins with importing the necessary libraries, followed by loading the PIDD dataset 

using pandas' read_csv function. The column names of the dataset are then printed to verify that the 

dataset was loaded correctly. The dataset is preprocessed by dropping any rows with missing values, 

normalizing the data using StandardScaler, and converting the outcome variable to a categorical variable. 

The classifiers (LR, SVM, and RF) are trained and evaluated using the performance metrics (Accuracy, 

Precision, F1 Score, Recall, and AUC) on the preprocessed dataset. 

Inclusive, the implementation of the proposed method involves the use of various tools and 

parameters, including libraries, datasets, data loading and preprocessing methods, and classification 

models, to train and evaluate the performance of the model using performance metrics. The implementation 

process involves various steps, such as importing necessary libraries, loading and preprocessing the dataset, 

and training and evaluating the classifiers using the performance metrics. 

In the world of machine learning, confusion matrices are a vital tool used to assess the performance of 

a model [25]. Figure 2 showcases such a matrix, where TP denotes the count of true positives - that is, 

examples that were correctly classified as positive. On the other hand, FN reflects the number of false 
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negatives, i.e., cases that were erroneously labelled as negative. Similarly, FP signifies the quantity of false 

positives, indicating examples that were mistakenly categorized as positive. Lastly, TN displays the number 

of true negatives, which represents the number of cases correctly predicted as negative by the model.  

 
Figure 2. Confuse matrix data presentation. 

Table 4 presents the confusion matrix metrics with the values to be high or low. These metrics tell about 

the model's predictive power and its ability to distinguish positive samples from negative ones. The rows 

display the actual class, while the columns show the class that people thought it would be. Positive and 

negative here stand for the two possible classes, such as "Diabetic" and "Non-Diabetic". 

Table 4.  PCA-based model with Its Performance 
Metric Description Good value 

True Positives (TP) The number of cases that the model correctly predicted were diabetic. High 

True Negatives (TN) The number of cases that the model correctly predicted were not diabetic. High 

False Positives (FP) The number of cases that the model incorrectly predicted were diabetic. Low 

False Negatives (FN) The number of cases that the model incorrectly predicted were not diabetic. Low 

Accuracy The percentage of cases that the model correctly classified. High 

Precision The percentage of cases that were predicted to be diabetic that actually were diabetic. High 

Recall The percentage of cases that were actually diabetic that were predicted to be diabetic. High 

F1 score A weighted average of the precision and recall. High 

The technique of PCA serves to extract the most crucial features from the dataset while also 

transforming it into a lower-dimensional space, thus reducing its complexity [26]. This process is performed 

using the Scikit-learn library's PCA function, with the parameter n_components set to 5, resulting in a 

reduced dataset that is more manageable for further analysis. 

To ensure the reliability of our results, we take the additional step of splitting the preprocessed data 

into two separate sets: a training set and a testing set. This division enables us to evaluate the performance 

of our classifiers while also mitigating the risk of overfitting. Thanks to the flexibility and efficiency of Scikit-

learn's train_test_split function, we can efficiently achieve this goal. 

With the preprocessed data now organized and divided, we move on to training and evaluating our 

three chosen classifiers: the LR model, the SVM model, and the RF model. By using a reduced dataset, we 

can analyze the performance of each classifier with greater accuracy, providing us with a more reliable and 

insightful analysis of the data. 

We begin our analysis by training and evaluating the LR model, followed by the SVM model, and 

finally the Random Forest model, ensuring that each model is adequately tested and evaluated before 

proceeding to the next. By utilizing these models, we can gain a better understanding of the underlying 

patterns within our dataset and make informed decisions based on our findings. 

For each classifier, various performance metrics are computed using Scikit-learn's accuracyscore, 

precisionscore, recallscore, f1score, and rocaucscore
 functions. The performance metrics are printed using print() 

statements at the end of the code. The output of the code shows the performance metrics of the three 

classifiers on the reduced dataset. Specifically, the accuracy, precision, recall, F1 score, and ROC AUC score 

of each classifier are printed. These metrics give an indication of how well the classifiers are performing on 

the dataset. 

Table 5.  PCA-based model with Its Performance 

Models with PCA Accuracy Precision Recall F1 Score ROC AUC Score 

Proposed Logistic Regression 0.727 0.644 0.527 0.580 0.791 

Support Vector Machine (SVM) 0.721 0.643 0.491 0.557 0.784 

Random Forest 0.695 0.580 0.527 0.552 0.765 
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PCA based performance metrics of three different Models, i.e., Logistic Regression with PCA, SVM, 

and Random as shown in Figure 3. Each of these models has been evaluated based on various metrics, as 

explained below as shown in table 5. 

 
Figure 3. Performance metrics of Different Models with PCA 

An accuracy score of 0.727 was reached by the LR model, which indicates that it correctly classified 

72.7% of the cases included within the dataset. Based on the score of 0.644 for accuracy, it seems that only 

64.4% of the situations for which the model predicted a good outcome really turned out to be favourable. A 

score of 0.527 for recall suggests that the model was only successful in identifying 52.7% of the real positive 

events included inside the dataset. The F1 score of 0.580, which is the harmonic mean of the model's 

precision and recall, indicates that the model has a level of accuracy that is about equivalent to that of a 

moderately accurate model in terms of both precision and recall. In addition, the model's ROC AUC score 

of 0.791 suggests that it has a decent capacity to discriminate between positive and negative examples. 

The accuracy of the SVM model is 0.721, which is a little bit lower than the accuracy of the LR model. 

As the accuracy score of 0.643 is the same as that of the LR model, this indicates that the model has accurately 

identified 64.3% of instances when the positive outcome was anticipated. As the model has only correctly 

detected 49.1% of true positives in the dataset (recall = 0.491 vs. LR = 0.689), it is not as accurate as the LR 

model. Due to reduced precision and recall, the F1 score of 0.557 is lower than that of the LR model. At 

0.784, the ROC AUC score is a little lower than the LR model but still knowledgeable.  

According to the results, the random forest model had the lowest accuracy score, 0.695, indicating that 

it correctly classified 69.5% of the examples. The accuracy score of the model of 0.580 is the lowest among 

all models, which means that the model accurately predicted 58% of positive outcomes. In the dataset, 52.7% 

of the truly positive occurrences were correctly identified by the model, when the recall score is 0.527, 

similar to the LR model. Among all models, the model with an F1 score of 0.552 has the lowest precision 

and recall. This is the case since the F1 score is the lowest. In summary, the ROC AUC score of 0.765 is not 

as high as the scores obtained by logistic regression and SVM models. However, it is still considered 

satisfactory. 

After analyzing the performance metrics presented, it seems evident that the LR model showcases a 

superior level of proficiency. As indicated by the figures, namely Figure 5, the said model boasts the highest 

Accuracy, Precision, Recall, and F1 Score. In contrast, the ROC AUC Score, as exhibited in Figure 4, 

showcases remarkable outcomes for the LR model. 

Comparatively, the SVM model, while commendable, demonstrates a slightly lower level of Recall 

when compared with its peers. This degree indicates that the SVM model may be inclined towards detecting 

negative instances with ease but struggles when it comes to identifying positive instances. 

Finally, the Random Forest model emerges as the weakest link in terms of overall performance, with 

the lowest scores in terms of Accuracy, Precision, and F1 Score. It is worth noting that while the model's 
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performance may be lacking in the aforementioned areas, it may have other notable strengths that require 

further exploration.  

 
Figure 4. ROC curve for proposed model 

The findings from this study have shown that the PCA-LR model that was proposed can be highly 

effective in reducing the dimensionality of datasets. By using this model, we were able to achieve improved 

accuracy, precision, recall, and F1-score, making the processing of data more efficient. These results have 

significant implications for the field of data science, as they highlight the potential of the PCA-LR model as 

a tool for improving classification tasks by reducing the dimensionality of datasets. 

5. Conclusion  

To summarize, this research paper proposes a novel approach to predict the risk of diabetes using 

Principal Component Analysis (PCA) and the LR Model (LRM). The proposed method involves training 

the model on a large dataset comprising various clinical and demographic characteristics that are associated 

with the onset of diabetes. PCA is employed to reduce the dataset's dimensionality to improve 

computational efficiency. Using the reduced dataset, the LR Model is used to classify patients into diabetic 

and non-diabetic classes. The study's results demonstrate that the suggested PCA-LR model outperforms 

cutting-edge approaches in terms of accuracy, precision, recall, F1-score, and ROC-AUC. The study utilized 

a preprocessed and sanitized dataset of Pima Indian diabetic patients and compared three classifiers: LR 

model, SVM, and RF model. The findings indicate that the LR model provides better performance metrics 

than the other two classifiers. Overall, the PCA-LR model is a cost-effective and efficient way to predict the 

risk of diabetes, with potential implications for improving healthcare outcomes and reducing healthcare 

expenses. 

Future work could involve expanding the dataset to include more diverse populations and evaluating 

the model's performance against other classifiers. This could provide additional insights into the model's 

robustness and applicability to broader populations. The authors would like to build an ensemble of 

different prediction techniques to combine their predictions like averaging or stacking and get better results 

as future work. Additionally, the study could explore the potential of this model in real-world clinical 

settings and examine its impact on healthcare outcomes and costs. 
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