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Abstract: This paper focused on the effect of data mining in predicting students' English test scores. With the 

progress of data mining analysis, there are more applications in teaching, and data mining to achieve the prediction 

of students’ test scores is important to support the educational work. In this paper, the C4.5 decision tree algorithm 

was improved by combining Taylor's series, and then the data of students' English tests in 2019-2020 were collected 

for experiments. The results showed that the scores of “Comprehensive English” and “Specialized English” had a 

great influence on the score of CET-4, and the improved C4.5 algorithm was more efficient than the original one, 

maintained a fast computation speed even when the data volume was large, and had an accuracy of more than 85%. 

The results demonstrate the accuracy of the improved C4.5 algorithm for predicting students’ English test scores. 

The improved C4.5 algorithm can be extended and used in reality. 
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1. Introduction 

Data mining refers to the extraction of valuable and regular information from massive data [1], which 

involves statistical analysis and visualization [2]. At present, it is an extremely popular item and has 

extensive applications in many fields such as finance, industry, and health care [3]. With the development 

of information technology and digitalization in education [4], massive data related to student performance 

has been accumulated in university databases, in which there is a lot of useful information that can provide 

some guidance for the development of teaching methods [5], such as understanding the factors that affect 

student performance, predicting students’ future performance, and identifying students who may not 

graduate on time [6]. Data mining can guide educational work by mining student data [7, 8].  

2. Related Works 

Mutrofin et al. [9] analyzed the determination of students’ majors based on freshman enrollment data 

and found that deep learning had the outstanding performance when using the Tanh function by comparing 

decision trees and deep learning methods. In 2021, Su et al. [10] studied students’ viewing behavior and 

flipped classroom performance. The experimental group used Facebook for flipped learning, while the 

control group used a learning management system. They found that the experimental group had a higher 

average score than the control group. In 2021, Bendjebar et al. [11] conducted an early prediction of learners. 

They predicted at-risk learners in distance education by analyzing the dynamic characteristics of learners 

and proved the validity of the prediction method by evaluating it on a real data set. In 2021, Kartikadarma 

et al. [12] analyzed the ratio of primary school students and study groups using artificial intelligence 

techniques. They found through experiments that the K-means method could provide a reference for 

governments to formulate policies. In 2022, Dhanalakshmi et al. [13] applied Apriori rule mining to forecast 
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special children with mental retardation, autism, and cerebral palsy to help teachers provide vocational 

training for their students. In 2022, Abdelkader et al. [14] assessed the satisfaction of students in the online 

learning process and compared the quality of 11 feature selection algorithms using K-nearest neighbors and 

support vector machines as classifiers to find the optimal number of dimensions of feature subsets and the 

best method. In 2022, Umer et al. [15] analyzed data from a learning management system using machine 

learning methods to forecast student failure in the course. Their findings confirmed the importance of 

demographics in academic prediction. In 2022, Rutherford et al. [16] analyzed changes in student motivation 

to learn during COVID-19 and found through data analysis that students lowered their math expectations 

and the affective cost of math. College English Test-4 (CET-4) is an examination of students’ comprehensive 

English proficiency, and the pass rate of CET-4 can reflect the level of English teaching in schools to a certain 

extent, which is an examination that universities attach great importance. This paper predicted students’ 

CET-4 scores with the data mining method and verified its effectiveness by analyzing it on the actual data 

set. This work can guide English teaching in schools and improve the CET-4 passing rate. 

3. Methodology 

3.1. Data Mining and Decision Trees 

As society evolves, people are generating more and more data. To process these data effectively, data 

mining techniques have been developed. Description refers to understanding the hidden laws of the data 

through data mining. Prediction refers to inferring the rules from the current data and predicting the 

unknown new data. According to the functions, data mining can be divided into association analysis, 

classification, clustering, etc. [17]. Classification and prediction are two common functions. Classification 

refers to finding models that can discriminate data; then, the models are used to predict unknown data. 

Classification and prediction have been widely used in industries such as finance and healthcare [18]. 

Predicting students’ English test scores can also be considered as a classification problem. Based on the 

historical data of students, they can be divided into two categories: those who can pass the CET-4 and those 

who cannot, and then, future passes can be predicted based on the obtained rules. 

Bayesian and decision trees are the commonly used methods in classification problems [19]. Decision 

trees have been widely used in solving classification problems because of their simple operation and 

intuitive description of the results [20]. Decision trees generate a tree diagram by analyzing the data to 

obtain readable rules, and then these rules are used to predict new data. Their basic principle is described 

below. 

Data set 𝐷 contains 𝑘 attributes, {𝐴1, 𝐴2, ⋯ , 𝐴𝑘}. 𝐷 is used as the root node. If samples in 𝐷 belong to 

the same class, 𝐷 is used as the unique leaf node; otherwise, node splitting is required. If 𝐴𝑗 is the splitting 

attribute, 𝐴𝑗 is used as the root node, and 𝐷 is divided into 𝑚 subsets, corresponding to 𝑚 branches. This is 

how a decision tree is constructed. The final IF-THEN rule is the path from the root node to the leaf nodes, 

and every leaf node represents a rule conclusion. 

ID3 and C4.5 are commonly used decision tree algorithms [21]. ID3 is a classical algorithm, which is 

based on the principle of calculating the information gain of each attribute and selecting the largest attribute 

as the branch node to classify the samples. Suppose there are s data in dataset S , there are m classes, 

Ci(i = 1,2, ⋯ m), and Sj samples exist in Ci. The expected information of S is written as: 

𝐼(𝑆1, 𝑆2 , ⋯ , 𝑆𝑚) = − ∑ 𝑝𝑖 log2(𝑝𝑖)
𝑚
𝑖=1 ,                                                                                                           (1) 

𝑝𝑖 =
Si

s
,                                                                                                                                                                  (2) 

where pi is the probability that any sample belongs to Ci. 

It is assumed that attribute 𝐴 = {𝑎1, 𝑎2, ⋯ , 𝑎𝑣}  splits 𝑆  into {𝑆1, 𝑆2, ⋯ , 𝑆𝑣}  and the number of 𝑆𝑖 

belonging to class Ci is Sij. The entropy of the subset that attribute A splits is: 

 𝐸(𝐴, 𝑆) = ∑
𝑆1𝑗+𝑆2𝑗+⋯+𝑆𝑚𝑗

𝑠

𝑣
𝑗=1 𝐼(𝑆1𝑗 + 𝑆2𝑗 + ⋯ + 𝑆𝑚𝑗).                                                                            (3) 

The information gain is: 

𝐺𝑎𝑖𝑛(𝐴) = 𝐼(𝑆1, 𝑆2 , ⋯ , 𝑆𝑚) − 𝐸(𝐴).                                                                                                             (4) 

The ID3 algorithm classifies based on the information gain, which can lead to overfitting of the results. 

To improve this drawback, the C4.5 algorithm was developed. The C4.5 algorithm is an optimization and 
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improvement of the ID3 algorithm. It classifies based on the information gain ratio and avoids the imbalance 

of the tree by different trimming techniques. The information gain ratio is calculated by: 

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜𝐴(𝑆) = − ∑
|𝑆𝑗|

|𝑆|
𝑚
𝑗=1 log2 (

|𝑆𝑗|

|𝑆|
),                                                                                                       (5) 

𝐺𝑎𝑖𝑛𝑅𝑎𝑡𝑖𝑜(𝐴) =
𝐺𝑎𝑖𝑛(𝐴)

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜𝐴(𝑆)
,                                                                                                                        (6) 

where SplitInfoA(S) is the split information of attribute A and GainRatio(A) is the gain ratio of attribute 

A. 

3.2. Improved C4.5 Algorithm 

There are many logarithmic operations in the C4.5 algorithm. To simplify it, this paper incorporates 

Taylor’s series. The definition of Taylor’s series is as follows [23]. 

f(x) = ∑
f(n)(a)

n!
∞
n=0 (x − a)n,                                                                                                                             (7) 

where 𝑛! is the factorial of 𝑛  and 𝑓(𝑛)(𝑎) is the 𝑛-order derivative of 𝑓  at point 𝑎 . When 𝑓(𝑥)  is a 

natural logarithm, i.e., 𝑓(𝑥) = ln(1 + 𝑥), its Taylor’s series is: 

ln(1 + 𝑥) = ∑
(−1)𝑛+1

𝑛!
∞
𝑛=0 𝑥𝑛 .                                                                                                                          (8) 

When 𝑥 is infinitely small, the above equation can be further simplified as: 

ln(1 + 𝑥) = ∑
(−1)𝑛+1

𝑛!
∞
𝑛=0 𝑥𝑛 ≈ 𝑥.                                                                                                                  (9) 

Therefore, the C4.5 algorithm is simplified according to Taylor’s series, the information gain ratio after 

improvement is calculated by: 

𝐺𝑎𝑖𝑛𝑅𝑎𝑡𝑖𝑜(𝐴) =
𝐺𝑎𝑖𝑛(𝐴)

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜𝐴(𝑆)
=

∑
|𝑆𝐶𝑖|×(|𝑆|−|𝑆𝐶𝑖|)

|𝑆|
𝑛
𝑖=1 −∑ ∑

|𝑆𝐶𝑖𝑗|×(|𝑆|−|𝑆𝐶𝑖𝑗|)

|𝑆𝑗|

𝑛
𝑖=1

𝑚
𝑗=1

∑
|𝑆𝑗|×(|𝑆|−|𝑆𝑗|)

|𝑆|
𝑚
𝑗=1

.                                           (10) 

Also, the number of attribute values for every attribute in the data set, i.e., M, is added to the formula 

to compensate for the simplification error. The final calculation formula is: 

𝐺𝑎𝑖𝑛𝑅𝑎𝑡𝑖𝑜(𝐴) =
𝐺𝑎𝑖𝑛(𝐴)

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜𝐴(𝑆)
× 𝑀 =

∑
|𝑆𝐶𝑖|×(|𝑆|−|𝑆𝐶𝑖|)

|𝑆|
𝑛
𝑖=1 −∑ ∑

|𝑆𝐶𝑖𝑗|×(|𝑆|−|𝑆𝐶𝑖𝑗|)

|𝑆𝑗|

𝑛
𝑖=1

𝑚
𝑗=1

∑
|𝑆𝑗|×(|𝑆|−|𝑆𝑗|)

|𝑆|
𝑚
𝑗=1

× 𝑀.                          (11) 

A large number of logarithmic operations in the original C4.5 algorithm significantly increases the 

operation time, but after the improvement, only the basic four arithmetic operations are left in the formula, 

reducing the time of function calls and thus improving efficiency. 

4. Results 

4.1. System Requirements 

The experiment was conducted on the Weka platform with an experimental environment of Windows 

10. Eclipse development tools and the Java programming language were used. 

4.2. Dataset 

Students who were enrolled in Zhengzhou Tourism College in 2019 were analyzed, and the data used 

were the English course grades in the academic years 2019 and 2020. First, 500 data were extracted for the 

experiment, and the raw data are presented in Table 1. 

The raw data was processed according to Table 1. Taking spoken English as an example, it included 

spoken English 1 and spoken English 2, so the average value was calculated, and the same was done for 

comprehensive English and English viewing, listening, and speaking. Then, for the course scores, [85,100] 

was evaluated as excellent and recorded as 1, [75,85) was evaluated as good and recorded as 2, [66,75) was 

evaluated as fair and recorded as 3, [60,66) was evaluated as passed and recorded as 4, and below 60 was 

evaluated as failed and recorded as 5. A CET-4 score above 425 points was considered qualified; therefore, 



AETiC 2023, Vol. 7, No. 2 4 

www.aetic.theiaer.org 

the CET-4 score was expressed as {
𝑠𝑐𝑜𝑟𝑒 ≥ 425, 𝑝𝑎𝑠𝑠
𝑠𝑐𝑜𝑟𝑒 < 425, 𝑓𝑎𝑖𝑙

. In the data pre-processing, “pass” was denoted as 1, 

and “fail” was denoted as 0. The processed experimental data are shown in Table 2. 

Table 1. The scores of students 

Sample 

numbe

r 

Spoke

n 

English 

1 

Comprehensiv

e English 1 

English 

viewing, 

listening, 

and 

speaking 

1 

Study 

of 

Britain 

and 

America 

English 

viewing, 

listening, 

and 

speaking 

2 

Comprehensiv

e English 2 

Specialize

d English 1 

Spoken 

English 

2 

Score 

of 

CET-

4 

1 87.0 82.0 88.0 81.0 92.0 85.0 77.0 70.0 448 

2 92.0 93.0 99.0 83.0 90.0 92.0 93.0 87.0 441 

3 89.0 83.0 94.0 86.0 97.0 84.0 92.0 85.0 429 

4 89.0 86.0 94.0 94.0 96.0 88.0 93.0 87.0 452 

5 85.0 83.0 90.0 90.0 94.0 84.0 93.0 84.0 426 

6 92.0 78.0 87.0 82.0 96.0 89.0 91.0 86.0 425 

7 89.0 87.0 95.0 92.0 99.0 91.0 93.0 84.0 459 

8 94.0 83.0 91.0 84.0 91.0 90.0 82.0 84.0 452 

9 88.0 80.0 91.0 60.0 74.0 76.0 69.0 64.0 471 

10 86.0 76.0 92.0 85.0 97.0 91.0 92.0 83.0 439 

11 86.0 79.0 84.0 84.0 91.0 83.0 91.0 80.0 473 

12 88.0 81.0 92.0 95.0 93.0 82.0 93.0 80.0 460 

13 84.0 78.0 84.0 94.0 94.0 89.0 90.0 81.0 446 

14 88.0 93.0 93.0 84.0 95.0 92.0 92.0 65.0 435 

15 78.0 74.0 75.0 80.0 82.0 73.0 72.0 66.0 416 

16 70.0 75.0 72.0 76.0 80.0 71.0 68.0 65.0 423 

...... ...... ...... ...... ...... ...... ...... ...... ...... ...... 

500 86.0 85.0 93.0 92.0 94.0 76.0 90.0 78.0 433 

Table 2. Experimental data after pre-processing 

Sample 

number 

Spoken 

English 

Comprehensive 

English 

English Viewing, 

Listening, and 

Speaking 

Study of 

Britain and 

America 

Specialized 

English 

Score of CET-

4 

1 2 2 1 2 2 1 

2 1 1 1 2 1 1 

3 1 2 1 1 1 1 

4 1 1 1 1 1 1 

5 2 2 1 1 1 1 

6 1 2 1 2 1 1 

7 1 1 1 1 1 1 

8 1 1 1 2 2 1 

9 2 2 2 4 3 1 

10 2 1 1 1 1 1 

11 2 2 1 2 1 1 

12 2 2 1 1 1 1 

13 2 2 1 1 1 1 

14 2 1 1 2 1 1 

15 3 3 2 2 3 0 

16 3 3 2 2 3 0 

...... ...... ...... ...... ...... ...... ...... 

500 2 2 1 1 1 1 
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4.3. Results 

According to the formula, the information gain ratio of different attributes was calculated, and the 

results are displayed in Table 3. 

Table 3. Information gain ratio of different attributes 
Attribute Information gain ratio 

Spoken English 0.147 

Comprehensive English 0.316 

English Viewing, Listening, and Speaking 0.175 

Study of Britain and America 0.121 

Specialized English 0.279 

Table 3 shows that “Comprehensive English” had the highest information gain ratio, 0.316. Therefore, 

it was served as the root node to construct a decision tree and then extract the classification rules. The rules 

with “pass” results are as follows. 

(1) IF Compreℎensive Englisℎ = "excellent" AND Specialized Englisℎ = "excellent" THEN CET −
4 score = "pass" 

(2) IF Compreℎensive Englisℎ = "excellent" AND Englisℎ Viewing, 𝐿istening, and Speaking =
"excellent" THEN CET − 4 score = "pass" 

(3) 𝐼𝐹 𝐶𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑣𝑒 𝐸𝑛𝑔𝑙𝑖𝑠ℎ = "𝑒𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡" 𝐴𝑁𝐷 𝑆𝑝𝑒𝑐𝑖𝑎𝑙𝑖𝑧𝑒𝑑 𝐸𝑛𝑔𝑙𝑖𝑠ℎ =
"𝑔𝑜𝑜𝑑"  𝐴𝑁𝐷 𝑆𝑝𝑜𝑘𝑒𝑛 𝐸𝑛𝑔𝑙𝑖𝑠ℎ =  "𝑒𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡" 𝑇𝐻𝐸𝑁 𝐶𝐸𝑇 − 4 𝑠𝑐𝑜𝑟𝑒 = "𝑝𝑎𝑠𝑠" 

(4) 𝐼𝐹 𝐶𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑣𝑒 𝐸𝑛𝑔𝑙𝑖𝑠ℎ = "𝑒𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡" 𝐴𝑁𝐷 𝑆𝑝𝑒𝑐𝑖𝑎𝑙𝑖𝑧𝑒𝑑 𝐸𝑛𝑔𝑙𝑖𝑠ℎ =
"𝑔𝑜𝑜𝑑"  𝐴𝑁𝐷 𝐸𝑛𝑔𝑙𝑖𝑠ℎ 𝑉𝑖𝑒𝑤𝑖𝑛𝑔, 𝐿𝑖𝑠𝑡𝑒𝑛𝑖𝑛𝑔, 𝑎𝑛𝑑 𝑆𝑝𝑒𝑎𝑘𝑖𝑛𝑔 =  "𝑔𝑜𝑜𝑑" 𝑇𝐻𝐸𝑁 𝐶𝐸𝑇 − 4 𝑠𝑐𝑜𝑟𝑒 = "𝑝𝑎𝑠𝑠" 

(5) 𝐼𝐹 𝐶𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑣𝑒 𝐸𝑛𝑔𝑙𝑖𝑠ℎ = "𝑔𝑜𝑜𝑑" 𝐴𝑁𝐷 𝑆𝑝𝑒𝑐𝑖𝑎𝑙𝑖𝑧𝑒𝑑 𝐸𝑛𝑔𝑙𝑖𝑠ℎ = "𝑔𝑜𝑜𝑑"  𝐴𝑁𝐷 𝑆𝑝𝑜𝑘𝑒𝑛 𝐸𝑛𝑔𝑙𝑖𝑠ℎ =
 "𝑔𝑜𝑜𝑑" 𝑇𝐻𝐸𝑁 𝐶𝐸𝑇 − 4 𝑠𝑐𝑜𝑟𝑒 = "𝑝𝑎𝑠𝑠" 

(6) 𝐼𝐹 𝐶𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑣𝑒 𝐸𝑛𝑔𝑙𝑖𝑠ℎ = "𝑔𝑜𝑜𝑑" 𝐴𝑁𝐷 𝑆𝑝𝑒𝑐𝑖𝑎𝑙𝑖𝑧𝑒𝑑 𝐸𝑛𝑔𝑙𝑖𝑠ℎ =
"𝑒𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡"  𝐴𝑁𝐷 𝑆𝑡𝑢𝑑𝑦 𝑜𝑓 𝐵𝑟𝑖𝑡𝑎𝑖𝑛 𝑎𝑛𝑑 𝐴𝑚𝑒𝑟𝑖𝑐𝑎 =  "𝑒𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡" 𝑇𝐻𝐸𝑁 𝐶𝐸𝑇 − 4 𝑠𝑐𝑜𝑟𝑒 = "𝑝𝑎𝑠𝑠" 

(7) 𝐼𝐹 𝐶𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑣𝑒 𝐸𝑛𝑔𝑙𝑖𝑠ℎ = "𝑔𝑜𝑜𝑑" 𝐴𝑁𝐷 𝑠𝑝𝑒𝑐𝑖𝑎𝑙𝑖𝑧𝑒𝑑 𝐸𝑛𝑔𝑙𝑖𝑠ℎ =
"𝑒𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡"  𝐴𝑁𝐷 𝐸𝑛𝑔𝑙𝑖𝑠ℎ 𝑉𝑖𝑒𝑤𝑖𝑛𝑔𝐿𝑖𝑠𝑡𝑒𝑛𝑖𝑛𝑔, 𝑎𝑛𝑑 𝑆𝑝𝑒𝑎𝑘𝑖𝑛𝑔 =  "𝑒𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡" 𝑇𝐻𝐸𝑁 𝐶𝐸𝑇 − 4 𝑠𝑐𝑜𝑟𝑒 = "𝑝𝑎𝑠𝑠" 

(8) 𝐼𝐹 𝐶𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑣𝑒 𝐸𝑛𝑔𝑙𝑖𝑠ℎ = "𝑔𝑜𝑜𝑑" 𝐴𝑁𝐷 𝑆𝑝𝑜𝑘𝑒𝑛  𝐸𝑛𝑔𝑙𝑖𝑠ℎ =
"𝑔𝑜𝑜𝑑"  𝐴𝑁𝐷 𝐸𝑛𝑔𝑙𝑖𝑠ℎ 𝑉𝑖𝑒𝑤𝑖𝑛𝑔, 𝐿𝑖𝑠𝑡𝑒𝑛𝑖𝑛𝑔, 𝑎𝑛𝑑 𝑆𝑝𝑒𝑎𝑘𝑖𝑛𝑔 =  "𝑔𝑜𝑜𝑑" 𝑇𝐻𝐸𝑁 𝐶𝐸𝑇 − 4 𝑠𝑐𝑜𝑟𝑒 = "𝑝𝑎𝑠𝑠" 

(9) 𝐼𝐹 𝐶𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑣𝑒 𝐸𝑛𝑔𝑙𝑖𝑠ℎ "𝑔𝑜𝑜𝑑" 𝐴𝑁𝐷 𝐸𝑛𝑔𝑙𝑖𝑠ℎ 𝑉𝑖𝑒𝑤𝑖𝑛𝑔, 𝐿𝑖𝑠𝑡𝑒𝑛𝑖𝑛𝑔, 𝑎𝑛𝑑 𝑆𝑝𝑒𝑎𝑘𝑖𝑛𝑔 =
 "𝑒𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡"  𝐴𝑁𝐷 𝑆𝑡𝑢𝑑𝑦 𝑜𝑓 𝐵𝑟𝑖𝑡𝑎𝑖𝑛 𝑎𝑛𝑑 𝐴𝑚𝑒𝑟𝑖𝑐𝑎 = "𝑒𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡" 𝑇𝐻𝐸𝑁 𝐶𝐸𝑇 − 4 𝑠𝑐𝑜𝑟𝑒 = "𝑝𝑎𝑠𝑠" 

The rules with “fail” results are as follows. 

(1) 𝐼𝐹 𝑐𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑣𝑒 𝐸𝑛𝑔𝑙𝑖𝑠ℎ = "𝑎𝑣𝑒𝑟𝑎𝑔𝑒" 𝐴𝑁𝐷 𝑆𝑝𝑒𝑐𝑖𝑎𝑙𝑖𝑧𝑒𝑑 𝐸𝑛𝑔𝑙𝑖𝑠ℎ =
"𝑎𝑣𝑒𝑟𝑎𝑔𝑒"  𝐴𝑁𝐷 𝑆𝑡𝑢𝑑𝑦 𝑜𝑓 𝐵𝑟𝑖𝑡𝑎𝑖𝑛 𝑎𝑛𝑑 𝐴𝑚𝑒𝑟𝑖𝑐𝑎 =  "𝑔𝑜𝑜𝑑" 𝑇𝐻𝐸𝑁 𝐶𝐸𝑇 − 4 𝑠𝑐𝑜𝑟𝑒 = "𝑓𝑎𝑖𝑙" 

(2) 𝐼𝐹 𝑐𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑣𝑒 𝐸𝑛𝑔𝑙𝑖𝑠ℎ = "𝑎𝑣𝑒𝑟𝑎𝑔𝑒" 𝐴𝑁𝐷 𝑆𝑝𝑒𝑐𝑖𝑎𝑙𝑖𝑧𝑒𝑑 𝐸𝑛𝑔𝑙𝑖𝑠ℎ =
"𝑎𝑣𝑒𝑟𝑎𝑔𝑒"  𝐴𝑁𝐷 𝑆𝑝𝑜𝑘𝑒n E𝑛𝑔𝑙𝑖𝑠ℎ =  "𝑎𝑣𝑒𝑟𝑎𝑔𝑒" 𝑇𝐻𝐸𝑁 𝐶𝐸𝑇 − 4 𝑠𝑐𝑜𝑟𝑒 = "𝑓𝑎𝑖𝑙" 

(3) 𝐼𝐹 𝐶𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑣𝑒 𝐸𝑛𝑔𝑙𝑖𝑠ℎ = "𝑎𝑣𝑒𝑟𝑎𝑔𝑒" 𝐴𝑁𝐷 𝑆𝑝𝑒𝑐𝑖𝑎𝑙𝑖𝑧𝑒𝑑 𝐸𝑛𝑔𝑙𝑖𝑠ℎ =
"𝑎𝑣𝑒𝑟𝑎𝑔𝑒"  𝐴𝑁𝐷 𝑆𝑝𝑜𝑘𝑒𝑛 𝐸𝑛𝑔𝑙𝑖𝑠ℎ =  "𝑔𝑜𝑜𝑑" 𝑇𝐻𝐸𝑁 𝐶𝐸𝑇 − 4 𝑠𝑐𝑜𝑟𝑒 = "𝑓𝑎𝑖𝑙" 

(4) 𝐼𝐹 𝐶𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑣𝑒 𝐸𝑛𝑔𝑙𝑖𝑠ℎ = "𝑎𝑣𝑒𝑟𝑎𝑔𝑒" 𝐴𝑁𝐷 𝑆𝑝𝑒𝑐𝑖𝑎𝑙𝑖𝑧𝑒𝑑 𝐸𝑛𝑔𝑙𝑖𝑠ℎ =
"𝑞𝑢𝑎𝑙𝑖𝑓𝑖𝑒𝑑"  𝐴𝑁𝐷 𝑆𝑡𝑢𝑑𝑦 𝑜𝑓 𝐵𝑟𝑖𝑡𝑎𝑖𝑛 𝑎𝑛𝑑 𝐴𝑚𝑒𝑟𝑖𝑐𝑎 =  "𝑎𝑣𝑒𝑟𝑎𝑔𝑒" 𝑇𝐻𝐸𝑁 𝐶𝐸𝑇 − 4 𝑠𝑐𝑜𝑟𝑒 = "𝑓𝑎𝑖𝑙" 

(5) 𝐼𝐹 𝐶𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑣𝑒 𝐸𝑛𝑔𝑙𝑖𝑠ℎ = "𝑎𝑣𝑒𝑟𝑎𝑔𝑒" 𝐴𝑁𝐷 𝑆𝑝𝑒𝑐𝑖𝑎𝑙𝑖𝑧𝑒𝑑 𝐸𝑛𝑔𝑙𝑖𝑠ℎ =
"𝑎𝑣𝑒𝑟𝑎𝑔𝑒"  𝐴𝑁𝐷 𝐸𝑛𝑔𝑙𝑖𝑠ℎ 𝑉𝑖𝑒𝑤𝑖𝑛𝑔, 𝐿𝑖𝑠𝑡𝑒𝑛𝑖𝑛𝑔, 𝑎𝑛𝑑 𝑆𝑝𝑒𝑎𝑘𝑖𝑛𝑔 =  "𝑞𝑢𝑎𝑙𝑖𝑓𝑖𝑒𝑑" 𝑇𝐻𝐸𝑁 𝐶𝐸𝑇 − 4 𝑠𝑐𝑜𝑟𝑒 = "𝑓𝑎𝑖𝑙" 

(6) 𝐼𝐹 𝐶𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑣𝑒 𝐸𝑛𝑔𝑙𝑖𝑠ℎ = "𝑎𝑣𝑒𝑟𝑎𝑔𝑒" 𝐴𝑁𝐷 𝑠𝑝𝑜𝑘𝑒𝑛 𝐸𝑛𝑔𝑙𝑖𝑠ℎ =
"𝑎𝑣𝑒𝑟𝑎𝑔𝑒"  𝐴𝑁𝐷 𝐸𝑛𝑔𝑙𝑖𝑠ℎ 𝑉𝑖𝑒𝑤𝑖𝑛𝑔, 𝐿𝑖𝑠𝑡𝑒𝑛𝑖𝑛𝑔, 𝑎𝑛𝑑 𝑆𝑝𝑒𝑎𝑘𝑖𝑛𝑔 =  "𝑎𝑣𝑒𝑟𝑎𝑔𝑒" 𝑇𝐻𝐸𝑁 𝐶𝐸𝑇 − 4 𝑠𝑐𝑜𝑟𝑒 = "𝑓𝑎𝑖𝑙" 

(7) 𝐼𝐹 𝐶𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑣𝑒 𝐸𝑛𝑔𝑙𝑖𝑠ℎ "𝑎𝑣𝑒𝑟𝑎𝑔𝑒" 𝐴𝑁𝐷 𝐸𝑛𝑔𝑙𝑖𝑠ℎ 𝑉𝑖𝑒𝑤𝑖𝑛𝑔, 𝐿𝑖𝑠𝑡𝑒𝑛𝑖𝑛𝑔, 𝑎𝑛𝑑 𝑆𝑝𝑒𝑎𝑘𝑖𝑛𝑔 =
 "𝑔𝑜𝑜𝑑" 𝐴𝑁𝐷 𝑆𝑡𝑢𝑑𝑦 𝑜𝑓 𝐵𝑟𝑖𝑡𝑎𝑖𝑛 𝑎𝑛𝑑 𝐴𝑚𝑒𝑟𝑖𝑐𝑎 = "𝑞𝑢𝑎𝑡𝑖𝑓𝑖𝑒𝑑" 𝑇𝐻𝐸𝑁 𝐶𝐸𝑇 − 4 𝑠𝑐𝑜𝑟𝑒 = "𝑓𝑎𝑖𝑙" 

Whether students could pass CET-4 was predicted using the extracted rules. Experiments were 

conducted on 500, 1000, 1500, 2000, and 2500 pieces of data to compare the original C4.5 algorithm with the 

optimized one. The results are shown in Table 4. 

It was seen from Table 4 that the optimized C4.5 algorithm had a clear advantage in operation time. 

When the data volume for prediction was 500, the operation time of the original algorithm was 0.023 s, and 

the operation time of the optimized algorithm was 0.019 s, which was 17.39% less than the original one. As 

the data volume increased, the operation time of both algorithms showed a slow increase. When the data 

volume was 2500, the operation time of the original C4.5 algorithm was 0.083 s, which was 0.06 s more than 

that when the data volume was 500, and the operation time of the optimized algorithm was 0.028 s, which 
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was 66.27% less than that of the original C4.5 algorithm and only 0.009 s more than that when the data 

volume was 500. These results confirmed the reliability of the optimized algorithm in enhancing 

computational efficiency. 

Table 4. Algorithm performance comparison 
Data volume/piece Operation time/s Prediction accuracy/% 

The C4.5 algorithm The optimized C4.5 

algorithm 

C4.5 The  optimized C4.5 

algorithm 

500 0.023 0.019 89.54 89.87 

1000 0.034 0.021 88.33 88.64 

1500 0.045 0.023 87.92 88.03 

2000 0.077 0.025 87.54 87.65 

2500 0.083 0.028 86.87 87.12 

With the increase of the amount of data predicted, the prediction accuracy of both algorithms showed 

a decrease, but the decrease was not significant. When the data volume was 500, the accuracy of the original 

algorithm was 89.54%, and the accuracy of the optimized algorithm was 89.87%, which was improved by 

only 0.33%. These results demonstrated that improving the C4.5 algorithm did not significantly affect the 

prediction accuracy but improved the computational efficiency. 

5. Conclusion 

This paper focused on the prediction of English test scores. The score of CET-4 was predicted using 

data mining methods. An improved C4.5 method was designed. The mining of English course scores in the 

first academic year found that “Comprehensive English” and “Specialized English” courses had a large 

influence on whether students could pass the CET-4 or not, while “Spoken English” and “Study of Britain 

and America” had a small influence. CET-4 does not include the oral test, so the level of spoken English had 

a small influence on the performance; since the “Study of Britain and America” course involved less 

professional knowledge, its influence on CET-4 was also small. The results suggested that students should 

focus on the study of “Comprehensive English” and “Specialized English” courses to improve their English 

level and pass CET-4. The results of the algorithm performance analysis indicated that the improved C4.5 

algorithm accurately predicted students’ CET-4 scores, always achieving an accuracy of more than 85%. 

Compared with the original algorithm, the optimized C4.5 algorithm significantly reduced the computation 

time and improved the computational efficiency, which can be applied to actual teaching work. 
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