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Abstract: Diabetes is a long-term disease caused by the human body's inability to make enough insulin or to use 

it properly. This is one of the curses of the present world. Although it is not very severe in the initial stage, over 

time, it takes a deadly shape and gradually affects a variety of human organs, such as the heart, kidney, liver, eyes, 

and brain, leading to death. Many researchers focus on the machine and in-depth learning strategies to efficiently 

predict diabetes based on numerous risk variables such as insulin, BMI, and glucose in this healthcare issue. We 

proposed a robust approach based on the stacked ensemble method for predicting diabetes using several machine 

learning (ML) methods. The stacked ensemble comprises two models: the base model and the meta-model. Base 

models use a variety of models of ML, such as Support Vector Machine (SVM), K Nearest Neighbor (KNN), Naïve 

Bayes (NB), and Random Forest (RF), which make different assumptions about predictions, and meta-models 

make final predictions using Logistic Regression from predictive outputs from base models. To assess the 

efficiency of the proposed model, we have considered the PIMA Indian Diabetes Dataset (PIMA-IDD). We used 

linear and stratified sampling to ensure dataset consistency and K-fold cross-validation to prevent model 

overfitting. Experiments revealed that the proposed stacked ensemble model outperformed the model specified in 

the base classifier as well as the comprehensive methods, with an accuracy of 94.17%. 
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1. Introduction 

Nowadays, diabetes is gradually becoming one of the leading causes of death. It causes a metabolic 

disorder in the body that persists for a long time. This disorder is marked by high blood sugar, which can 

damage organs like the heart, blood vessels, kidneys, eyes, and nerves. There are three different forms of 

diabetes: type 1 diabetes, type 2 diabetes (T2D), and diabetes that happens during pregnancy. Type 1 

diabetes results from an autoimmune reaction that causes the body to stop making insulin and develop 

faster. However, it affects about 5% to 10% of patients with the disease [1]. Type 2 diabetes (T2D) is 

characterized by poor use of insulin in the body and an inability to maintain normal blood sugar levels. 

Currently, the number of patients with T2D is much higher than other types, which is 90% to 95% [2]. The 

symptoms of gestational diabetes are observed in pregnant women and usually go away after childbirth 

[3]. It can be a risk factor for T2D in later life. However, early diagnosis of diabetes can save millions of 
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lives through proper treatment and lifestyle changes to a healthy life. In this context, this paper proposes 

an approach for predicting T2D based on the stacked ensemble method (SEM).  

Furthermore, diabetes affects over 422 million people globally, resulting in approximately 1.5 million 

deaths annually [4]. It also affects most individuals in poor and moderate-income countries such as 

Bangladesh [5]. Suburbanization, population aging, growing unhealthy cultures, and unpreparedness for 

afforestation and control may be the main causes and challenges of diabetes, which has become a major 

health problem in poor and moderate-income countries. Consequently, T2D is growing at an alarming. 

The activities of many researchers have been able to diagnose diabetes with various machine and deep 

learning algorithms [6-7]. The voting classifier technique was proposed to predict the diabetes in [8]. The 

proposed method gives the highest accuracy of 79.04% in the PIMA Diabetes Dataset. In [9], the model of 

diabetes prediction and classification was proposed, and the authors achieved a classification accuracy of 

92.28%. However, raising the classification accuracy level can help forecast diabetes for effective 

treatments. In [10], the author proposed a deep neural network for categorizing diabetes data that 

combines stacked auto-encoders to extract features. However, the accuracy was 86.26% when the network 

was fine-tuned using backpropagation in supervised mode with the training dataset. The stacking-based 

evolutionary ensemble learning system "NSGA-II-Stacking" was created in [11] to predict the onset of T2D 

within five years. A multi-objective optimization algorithm was used to improve the classification 

performance and the simplicity of the ensemble. The proposed system has a maximum accuracy of 83.8%. 

Therefore, the primary goal of this research is to reliably identify early-stage diabetes, which may 

contribute to a healthy lifestyle. The PIMA Indian Diabetes Dataset (PIMA-IDD) has been used to predict 

diabetes in this study. There are 768 observations in this dataset, containing 9 variables. We pre-processed 

the dataset and trained four machine learning algorithms, such as K nearest neighbors (KNN), Support 

Vector Machine (SVM), Random Forest (RF), and Naïve Baizes (NB), as base learners for the proposed 

model. The prediction of these four algorithms is used as input features for predictive meta-learner 

algorithms such as Logistic Regression (LR). However, this Meta learner produces the final output.  

The following are the aims and main contributions of this study: 

• The PIMA-IDD is used to evaluate our proposed model in order to determine prediction accuracy 

and compare it to state-of-the-art machine learning classifiers. To ensure dataset consistency, we 

used linear and stratified sampling. 

• The deficit, conflicting, inappropriate, and incorrect datasets have been processed for better 

prediction. In the preprocessing step, we examine the zero values of the whole dataset. If a zero 

value exists, we replace it with the mean values of those specific columns. Additionally, the 

proposed model was evaluated using a total of 9 features. 

• We proposed a robust model using the Stacked Ensemble method (SEM), which works in two 

levels where the first level is the base model, which gives a prediction, and then the second level 

where the meta-model takes the first level prediction as input and then the final prediction is 

given. 

2. Related Work 

Many academics have proposed and evaluated various prediction models in various healthcare 

datasets, employing data, machine learning (ML), and deep learning techniques or a combination of these 

approaches. In [12], the authors proposed a computer-based methodology for predicting diabetes patients 

and suggested preventive interventions. The authors obtained an accuracy of 84%; nevertheless, 

enhancing accuracy in early-stage diabetes remains a significant problem. A review was conveyed to 

detect diabetes based on PIMA-IDD using different ML techniques [13]. The authors compared and 

discussed the outcomes of several ML algorithms and their pros and limitations. In [14], three different 

classifiers such as RF, Multilayer Perceptron (MLP), and LR used for diabetes classification. The authors 

used the PIMA-IDD and achieved the highest accuracy using MLP at 87.26%. A deep neural network is 

applied to PIMA-IDD, where a dropout method is used to solve overfitting problems [15]. The diabetes 

prediction was presented in [16] using ML and data mining methodologies. To increase the classification 

performance of the deep classification models, however, larger datasets are required. A data mining 

approach was developed to predict T2D in [17]. The authors used K-mean algorithms and LR to analyse 
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their predictions and obtained 90.7% accuracy, which is 3.04% better than comparative approaches. The 

authors of [18] employed the WEKA technique to predict diabetes patients. Various ML approaches were 

used, including NB, SVM, RF, and generic CART algorithms, and finally, SVM achieved a maximum 

accuracy of 79.13%. 

Furthermore, three distinct datasets from China, Japan, and Iran were evaluated with stacked 

ensemble classifiers such as MLP, Decision Tree (DT), SVM, and LR [19]. This model has demonstrated 

acceptable levels of accuracy and may aid in the early detection of diabetic patients. Deep learning 

techniques are also essential for the diagnosis of many diseases, including the classification of mental 

functions [20], the diagnosis of diabetes [10], and automated skin disease prognosis [21].  In this study, we 

compare the proposed stacked ensemble system with deep and machine learning. 

3. Proposed Methodology 

The main goal of this study is to illustrate a promising strategy for diabetes prediction by analysing 

important characteristics. We pre-process the dataset using sampling techniques such as linear and 

stratified and propose a stacked ensemble method (SEM) technique based on various machine learning 

techniques. The procedure for predicting diabetes using the SEM is described in this section. It is divided 

into base and meta models. In the base model, various ML methods such as KNN, SVM, RF, and NB were 

used for predictions which were used as a new training set for the meta-model. The LR model was used as 

a meta-model for model evaluation to make the final prediction. Figure 1 shows the basic architecture of 

SEM for diabetes type 2 predictions. 

 
Figure 1. Block diagram of SEM for diabetes prediction. 

3.1. Dataset Description and Pre-processing 

In this paper, we have considered Pima Indians Diabetes Dataset (PIMA-IDD) [22] to evaluate our 

proposed model. This was originally published by the National Institute of Diabetes and Digestive and 

Kidney Diseases (NIDDK). It is used to diagnose and predict whether or not a person has diabetes. The 

main reason for selecting the PIMA-IDD dataset is that most people worldwide have similar lifestyles that 

are excessively reliant on processed foods and low levels of physical activity. As a result, people may be 

more susceptible to diabetes. This dataset was developed by the NIDDK's long-term cohort study on 

diabetes risk factors. It also includes diagnostic measurements and characteristics that can be used to 

forecast approaching diabetes or chronic illness. The PIMA-IDD dataset has 9 (nine) variables to 

determine if a person's diabetes is positive or negative. It comprises information from 768 people, 500 non-

diabetic diabetics and 268 diabetics, respectively. The database contains a target variable and 8 (eight) 

different attributes, as shown in Table 1. 

Table 1. Descriptions of PIMA-IDD characteristics. 
Feature Descriptions 

Pregnancies Pregnancy count (Numeric) 

Glucose The density of glucose in plasma 

High Blood Pressure Pulse diastolic (mm Hg) 

Thickness of the Skin The depth of the skin crease (mm) 

Insulin 2-Hour serum insulin (mu U/ml) 

BMI Body mass index 

Diabetes Pedigree Function The pedigree function of diabetes 

Age Age 

Outcome Target outcome (Diabetes or not diabetes) 
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In the pre-processing step, incorrect or incomplete datasets are considered pre-processed for better 

prediction. The minimum value of variables of glucose, blood pressure, skin thickness, insulin, and BMI is 

zero, which makes no sense. Therefore, the mean values of those specific variables in the dataset replaced 

zero values. In order to achieve more accurate predictions, the datasets must be evenly split between test 

and training data. Sampling is the practice of selecting a sample of data to reliably extract features and 

parameters from a larger dataset, allowing it to make a more meaningful contribution to developing 

machine-learning algorithms. We used sample methods like LS (linear sampling) and SS (stratified 

sampling) to ensure uniformity. To further analyze the data, LS segments it into subsets. The tuples and 

fields within the subset are also preserved in their original order. Additionally, SS constructs subsets of 

the collection through arbitrary division. It also guarantees a uniform class distribution throughout the 

entire dataset. 

3.2. Base and Meta Learner Model 

Base models employ several machine learning models that make various assumptions about 

predictions, which are subsequently used as training sets for meta-models to create final predictions. 

3.2.1. K Nearest Neighbors (KNN) 

The KNN approach is one of the most widely used classification algorithms in machine learning [23]. 

It works by computing the Euclidean distance between a set of K neighbors. We estimated the number of 

observations in each category among all of these K neighbors. However, the new observations were 

allocated to the categories with the most neighbors. Equation (1) can be used to compute the Euclidean 

distance. 

𝑑(𝑗, 𝑘) = √∑ (𝑘𝑖 − 𝑗𝑖)
2𝑛

𝑖=1                                                                                                                                    (1) 

3.2.2. Support Vector Machine (SVM) 

The SVM is a well-known and effective supervised learning method for classification and regression 

and outlier detection [24]. SVM chooses extreme points/vectors that help to create hyperplanes. This 

allows us to place new data points in the appropriate category by separating n-dimensional space in the 

class. The amount of features in the dataset determines the size of the hyperplane; for example, if there are 

just two essential features, the hyperplane will be represented by a straight line. When the number of 

features is three, the hyperplane is depicted as a two-dimensional plane. 

3.2.3. Random Forest (RF) 

RF is a classifier that uses numerous decision trees on different subsets of a dataset to improve 

prediction accuracy [25]. It comprises two stages: the first is to merge the N Decision trees into a random 

forest, and the second is to make predictions for each tree generated in the first phase. The RF takes less 

time to train than other algorithms and predicts output with maximum accuracy; it also operates quickly 

on large datasets. The RF algorithm is depicted in Figure 2. 

 
Figure 2. Procedure of the RF algorithm. 

3.2.4. Naïve Bayes (NB) 

The simplest and most successful classification method is the Naive Bayes Classifier, which helps to 

create machine learning models that can quickly generate predictions [26]. It is based upon the Bayes' 
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theorem's assumption and implies that one characteristic's presence is unrelated to the presence of other 

features. Equation (2) illustrates the formula for Bayes' theorem (2). 

𝑃(𝐽|𝐾) =
𝑃(𝐾|𝐽)∗𝑃(𝐽)

𝑃(𝐾)
                                                                                                                                             (2) 

Where 𝑃(𝐽) 𝑎𝑛𝑑  𝑃(𝐽|𝐾)  are defined probability and the next probability of the class. 

𝑃(𝐾|𝐽) 𝑎𝑛𝑑 𝑃(𝐾) is expressed as the probability of a given class and predictor. 

3.2.5. Logistic Regression (LR) 

Logistic regression can quickly determine the most efficient criteria for classification and classify the 

observations based on a wide variety of data [19]. It is an approach for determining categorical variables 

from independent factors. In order to categorize the data, we used an S-shaped logistic function that 

predicts two maximum values (0 or 1). Equation (3) is used to derive the logistic function. However, the 

LR focuses on the boundaries between existing classes and further reveals the class potential, which 

depends on the distance from the boundaries in a certain way. When the data set is too large, it moves 

toward the limit. These claims about probability make logistical regression more than a classifier. 

𝑆(𝑥) =
1

1+𝑒−𝑥                                                                                                                                                         (3) 

3.2.6. Stacked Ensemble Model 

In our proposed method, we have used stacked ensemble for various machine learning algorithms. It 

has divided into two steps. First, it uses basic classification algorithms that are expressed as base models. 

Each base model is trained in a given dataset and gives an intermediate prediction. Second, the meta-

model takes the intermediate prediction as an input feature and gives the final output for the target value. 

There is a huge potential for overfitting as we train the proposed model with the same data set. Therefore, 

to overcome this overfitting problem, we used K-fold cross-validation. The SEM process is illustrated in 

Algorithm 1. 

 

Algorithm 1. SEM Process 

Input: Training data 𝑇 = {𝑎𝑖 , 𝑏𝑖}𝑖=1
𝑛  

Output: Classifier of ensemble E 

Step 1: Learn base model classifiers 

for 𝑥 = 1 𝑡𝑜 𝑚 do  

   learn 𝑒𝑡 based on 𝑇 

end for 

Step 2: new data set of base model predictions 

for 𝑦 = 1 𝑡𝑜 𝑛 do  

𝑇𝑒 = {𝑎𝑖
′, 𝑏𝑖}, 𝑤ℎ𝑒𝑟𝑒 𝑎𝑖

; = {𝑒1(𝑎𝑖), … , 𝑒𝑚(𝑎𝑖)}    

end for 

Step 3: create a meta model  

learn E based on 𝑇𝑒 

return E 

4. Experimental Results and Discussion  

This section discusses the effectiveness, efficiency, and satisfaction of the proposed approach for 

diagnosing T2D. 

4.1. Pre-processing and Evaluation Metrics 

The PIMA-IDD dataset was used in the experimentation. There are 768 data points in the dataset, 

with 9 feature columns, as described in section 3.1. According to descriptive analysis, some variables have 

a minimal value of 0. However, these values are either non-existent or extrinsic. We used mean values to 

pre-process these 0’s. Moreover, we obtain the relationship between different properties of the dataset 

using a correlation matrix. Figure 3 shows the correlation heatmap, which indicates how strongly a 

feature is closely related to other features. It also simultaneously fills missing values and rejects outliers. 

Figure 4 displays the histogram of the essential characteristics. 
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The dataset was partitioned in a 70:30 (%) ratio for training and testing. We analysed performance 

matrices like accuracy, precision, recall, and F1 score to confirm the consistency and effectiveness of the 

proposed methods. True positive (TrP) indicates that the predicted and actual class values are 1. When the 

predicted and actual class values are both zero, this is referred to as a true negative (TrN). A false negative 

(FaN) or false positive (FaP) occurs when the expected class differs from the actual class. The essential 

metric is accuracy, defined as the ratio of correctly predicted observations to total observed observations. 

Using Equations (4), (5), (6), and (7), we determined the accuracy, precision, recall, and F1 score. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑃+𝑇𝑟𝑁

𝑇𝑟𝑃+𝐹𝑎𝑃+𝑇𝑟𝑁+𝐹𝑎𝑁
                                                                                                                            (4) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑃

𝑇𝑟𝑃+𝐹𝑎𝑃
                                                                                                                                           (5) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑃

𝑇𝑟𝑃+𝐹𝑎𝑁
                                                                                                                                                (6) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                                                                                                                (7) 

 
Figure 3. Correlation heatmap 

 
Figure 4. Histogram of the key attributes 
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4.2. Results and Discussion 

The proposed approach employs a stacked ensemble of base and meta models. However, an 

ensemble of four machine learning models (KNN, SVM, RF, and NB) is used to create the base model, and 

the predictions from the base model are fed into the meta model (LR). Accuracy, precision, recall, and F1 

scores are used to evaluate base and meta-model performance. The performance evaluation of the base 

classifier and the proposed method is shown in Table 2. Figure 5 compares the recognition accuracy of 

several machine learning algorithms and the proposed SEM.  

Table 2. Performance evaluation for dataset PIMA-IDD 
Methods Evaluation Metrics 

Precision (%) Recall (%) F1 Score (%) Accuracy (%) 

KNN 83.16 82.32 82.74 77.99 

SVM 91.33 79.20 84.83 79.29 

RF 98.15 83.55 90.40 86.73 

NB 84.69 83.42 84.05 79.61 

LR 86.73 82.52 84.58 79.94 

SEM 95.92 94.95 95.43 94.17 

Table 2 compares the recognition accuracy of several machine-learning approaches using the PIMA-

IDD dataset. The stacked ensemble approach performed remarkably well in terms of accuracy, precision, 

F1 score, and recall, as shown in Table 2, with 94.17 %, 95.92 %, 95.43 %, and 94.95 %, respectively.  The 

individual performances of each method give an accuracy of KNN (77.99%), SVM (79.29%), RF (86.73%), 

NB (79.61), and LR (79.94%), respectively. We observed that the LR does not perform well on the given 

dataset, with an accuracy of 79.94%; however, as a meta-model, it performs betters with an accuracy of 

94.17%. The performance comparisons of the base model and the meta models are shown in Figure 6. 

Moreover, the correlation characteristics with the target variable demonstrate that the correlation 

coefficient is greatly improved over that presented in Figure 7. The data shown highlights some numbers 

such as maximum, minimum, standard deviation, mean, and quartiles of 25%, 50%, and 75%. By 

analysing BMI and pregnancy, as shown in Figure 7, we observe a strong positive relationship between 

BMI and the number of pregnancies. In addition, as shown in Figure 8, women who tested positive were 

thought to have a higher BMI for the interquartile range. 

 
 Figure 5. The comparison accuracy of various machine learning methods with the proposed SEM. 

 
Figure 6. A comparison graph showing the evaluation metrics. 
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Figure 7. A comparison of BMI, pregnancy, and diabetes characteristics.  

 
Figure 8. Characteristics associated with diabetes.  

Moreover, the proposed stacked ensemble techniques have also been compared with the state-of-the-

art methods. Table 3 shows the results of the proposed SEM and state-of-the-art techniques. According to 

the results of the experiments, the proposed technique outperforms the traditional ones. 

Table 3. Comparison with conventional methods 
References Methods Accuracy (%) 

Ref. [6] Decision tree-based RF and SVM 83 

Ref. [9] K-NN 92.28 

Ref. [10] Deep neural networks 86.26 

Ref. [11] NSGA-II-Stacking 83.8 

Ref. [14] LSTM 87.26 

Proposed Stacked Ensemble Method 94.17 

5. Conclusion  

This research proposed a stacked ensemble strategy to predict patients with T2D using base and 

meta-models. As a base model, four machine learning algorithms, such as KNN, SVM, RF, and NB, are 

considered, whereas the LR is employed for meta models. However, the predictions of the base model 

were employed as input to the meta-model. Therefore, the Meta-model (LR) was used to obtain the final 

predictions. The PIMA-IDD dataset was used in the experiment. The experimental findings demonstrated 

that the proposed stacked ensemble technique outperformed other machine learning methods. The 

proposed technique attained the highest accuracy of 94.17%, whereas the individual machine learning 

algorithms obtained KNN (77.99%), SVM (79.29%), RF (86.73%), NB (79.61), and LR (79.94%), respectively. 

In future research, we will investigate in-depth learning models to predict T2D by including several 

characteristics for improved performance. 
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