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Abstract: Wireless multimedia sensor networks (WMSNs) are getting used in numerous applications nowadays. 

Many robust energy-efficient routing protocols have been proposed to handle multimedia traffic-intensive data like 

images and videos in WMSNs. It is a common trend in the literature to facilitate a WMSN with numerous sinks 

allowing cluster heads (CHs) to distribute the collected data to the adjacent sink node for delivery overhead 

mitigation. Using multiple sink nodes can be expensive and may incur high complexity in routing. There are many 

single-sink cluster-based routing protocols for WMSNs that lack in introducing optimal path selection among CHs. 

As a result, they suffer from transmission and queueing delay due to high data volume. To address these two 

conflicting issues, we propose a data aggregation mechanism based on reinforcement learning (RL) for CHs (RL-

CH) in WMSN. The proposed method can be integrated to any of the cluster-based routing protocol for intelligent 

data transmission to sink node via cooperative CHs.  Proposed RL-CH protocol performs better in terms of energy-

efficiency, end-to-end delay, packet delivery ratio, and network lifetime. It gains 17.6% decrease in average end-to-

end delay and 7.7% increase in PDR along with a network lifetime increased to 3.2% compared to the evolutionary 

game-based routing protocol which has been used as baseline.  

Keywords: Cluster head; Routing protocols; Reinforcement learning; Wireless multimedia sensor 

networks.  
 

1. Introduction 

A wireless multimedia sensor network (WMSN) is a network that connects wireless sensor nodes fortified with 

multimedia devices able to retrieve audio, image and video along with the scalar data [1]. Some of the examples that 

incorporate the use of WMSNs are traffic management systems, border monitoring for critical military applications, 

controlling and monitoring industrial processes, etc. [1]. For WMSNs, a higher level of bandwidth is needed in 

comparison to the legacy wireless sensor networks (WSNs). Extensive processing is required due the high volume of 

data transmission and reception. This vastly increases energy consumption putting a negative impact on network 

lifetime. Again, multimedia sensor nodes are also different from the traditional ones in terms of the sensing region too. 

To acquire images/videos within a certain region, they have a field of views (FOVs). FOV is a directional view of the 

camera in a sensor node. 

Cluster-based protocols are popular for WSNs where nodes are separated into clusters. A single cluster is 

simplified by a cluster head (CH) that gathers data from the other cluster members (CMs) within the cluster and conveys 

the data to the sink node. Usually, these protocols have a single sink node [2-4]. Typically, they lack a mechanism for 

data aggregation towards sink nodes from the CHs. Some of the cluster-based protocols in the literature [5-7] deploy 

multiple sink nodes too for increasing network performance. They can significantly improve some crucial performance 

metrics like packet delivery ratio, end-to-end delay, and network lifetime compared to protocols that adopt single sink 

nodes.  To avoid failure in the sink node, we need to often establish multiple sink nodes in the network so that each 

single sensor node has double paths. Also, congestion is likely to happen in the sink node when many nodes are trying 
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to connect to the one and only sink node simultaneously. A WMSN with single sink node supporting multi-hop data 

transmission and reception would often suffer due to energy hole problem which occurs when nodes closer to the sink 

node have a very fast decrease in the energy level since it has to perform most of the traffic aggregation because of its 

position. This can cause significant reduction of network lifetime. Therefore, to have better values in the key 

performance indicators (PDR, NL, etc.), multiple sink strategies are often proposed in the literature. This significant 

performance increase in the network due to multisink architecture incurs some crucial challenges to deal with. First, it 

is expensive to deploy multiple sink nodes and we need an automation algorithm for the placement of the sink nodes 

that adds more complexity. Moreover, there should be a mechanism in the protocol to choose the number of the sink 

nodes. To solve this contradicting issue of using single or multiple sink nodes for performance increase, in this study, 

we propose a single sink-oriented reinforcement learning (RL) based data aggregation mechanism among CHs (RL-

CH) for WMSN that is built upon [7]. 

Over the past few years, intelligent techniques like RL and game theory have been widely used for designing 

routing protocols for WSNs [8, 16]. However, these techniques are not yet well explored for WMSNs. In the RL, an agent 

learns what to do through steps by interacting with the environment. The agent yields reward while this learning process 

goes on. The primary goal of an agent is to discover an optimum policy by learning the environment through reward 

maximization. As mentioned earlier, RL-CH is built upon [7], which is an evolutionary game-based routing (EGR) 

protocol for WMSNs with several sink nodes.  EGR has an intelligent mechanism to optimally select CHs using 

evolutionary games. Based on the FoVs, clusters are formed. It imposes a data redundancy avoidance algorithm too. The 

overlapped area shared by two closely placed sensor nodes is calculated and based on the calculated area it is concluded 

that if the captured data is redundant. The approach significantly reduces the number of redundant transmissions. In 

this study, we have replaced the multiple sink nodes in EGR with a single sink node and introduced a data aggregation 

method for CHs in the network based on RL. It outpaces EGR in terms of energy efficiency and network lifetime.  RL-

CH is especially suitable for networks that deploy thousands of sensor nodes for any kind of object tracking or 

surveillance networks. 

The main contributions of this research can be summarized as follows: 

• The inimitable and intelligent way of data aggregation method using RL has been proposed that can increase 

network lifetime and energy efficiency.  

• The proposed scheme can be integrated to any other state-of-the-art clustering algorithm for introducing 

cooperation among CHs.     

The proposed scheme can be used to facilitate single-sink architecture for WMSNs reducing the complexity of the 

network by alleviating the necessity of multiple sink nodes. 

Rest of the paper is organized as follows: in Section 2, the related works are summarized and discussed in brief. 

In Section 3, the proposed RL-CH data aggregation method is presented in detail. In Section 4, the performance of the 

proposed RL-CH is evaluated via extensive simulation and compared with EGR protocol. Finally, the conclusion is 

in Section 5. 

2. Related Works 

A cluster-based protocol deployed with single a sink node for mobile target tracking application was proposed in 

[3]. It incorporated a nonlinear localization-oriented sensing model for WMSNs. The camera sensors were used to 

consider perspective projection and observation noises through dynamic collaboration.  

An ant-based service-aware routing algorithm for WMSNs was proposed in [9]. This routing protocol is primarily 

based on the transmission between CHs and sink nodes. The CHs handover different classes of data by choosing 

appropriate paths for different QoS requirements. To utilize the network resources accurately, protocol proposed in [9] 

introduces a singularity value for the sink node to decrease transmission frequency and the number of control messages. 

QoS aware multisink opportunistic routing (QMOR) was presented in [5] having a data redundancy avoidance 

algorithm to increase the network lifetime. The goal is to select and prioritize a forwarder list to achieve energy effective 

delivery of multimedia data under certain QoS requirements. QMOR has a multisink architecture that has been 

integrated with opportunistic routing. Even though QMOR shows performance rise in terms of energy efficiency, delay, 

and reliability, it suffers from overhearing in the network.     

Alae and Barcelo-Ordinas proposed a cluster-based protocol for WMSNs that meets the FoV constraints [11]. 

Clusters were formed based on the overlapped FoVs of the two closely placed sensor nodes. If the overlapped area is 

wide, two sensors are in the same cluster. Energy is well conserved due to the avoidance of the redundant transmissions 

in the network. The proposed scheme does not associate its performance along with the other state-of-the-art protocols. 

Also, it does not consider crucial parameters like packet delivery ratio and end-to-end delay.  

Recently, an evolutionary game theory-based routing protocol has been proposed in [7]. It has a cluster-based 

architecture with multiple sink nodes. Clusters are organized based on the overlapped FoVs of two closely placed sensor 

nodes. A data redundancy avoidance algorithm is also proposed so that the same copy of the data is not sent twice. The 

main contribution of the paper is implementing game theory to select the CHs intelligently using evolutionary games. 
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Nodes with higher residual energy were mostly selected as CHs in different rounds. It showed performance comparison 

with many of the state-of-the-art protocols and showed significant performance increase in terms of energy 

consumption, network lifetime, cluster formation time, packet delivery ratio, and average end-to-end delay. 

Ding et al. provided a comprehensive survey and proposed a model based on machine learning to create an energy 

efficient green computing model [19].  An RL-based energy efficient routing protocol for WMSN was proposed in [20] 

that in particular used state-action-reward-state-action algorithm to achieve convergence. A cluster-based routing 

protocol was proposed in [21] that used a combination of metaheuristics and machine learning. It significantly 

improved network lifetime. Keerthika et al. proposed an RL-based optimized routing protocol that dealt with the energy 

hole problem and achieved significant improvement in energy performance [22]. A data aggregation sensitive algorithm 

for energy efficient routing based on a simple Q-learning algorithm was proposed in [23] that is not only data efficient 

but also suitable for longer network lifetime.  A routing protocol adaptive to mobility and energy level was proposed 

in [24] that used reinforcement learning for such adaptation.  Adhoc on-demand distance vector routing protocol centric 

routing protocol having Q-learning-based CH selection was proposed in [25]. The proposed protocol obtained better 

performance in terms of end-to-end delay, energy consumption and network lifetime.  

The mentioned works in this section are either based on multiple sinks for multimedia sensor networks with no 

data aggregation mechanism among the CHs or single sink protocol for typical sensor networks not having capability 

of carrying multimedia data. Therefore, we intend to investigate how a data aggregation mechanism based on RL works 

against the multisink protocols.  

3. RL-CH protocol 

The goal of the proposed RL-CH data aggregation mechanism is to facilitate the cluster-based protocols for WMSN 

with an optimal method for data transmission from the CHs in a single sink architecture. If a CH is very far away from 

the sink node, a long-distance single hop transmission from the CH to the sink node may result in significant energy 

consumption. Also, we do not know the shortest and the most convenient route among the CHs to the sink node. RL 

algorithms are smart choices [12-14] for this kind of scenario for optimal route finding. In this section, we first discuss 

the network architecture of EGR. After that, we put an effort to elaborate the implication of RL-CH which is built upon 

EGR. EGR has recently been published that has put tight efforts to use game theory for the first time to elect CHs 

optimally in a multi-sink architecture claiming to outsmart many of the state-of-the-art protocols in terms of crucial 

performance metrics like end-to-end delay, cluster formation time, packet delivery ratio, network lifetime, and energy 

consumption. 

3.1. EGR Network Architecture 

EGR has a network model consisting of 100 multimedia sensor nodes that are deployed randomly. As a clustering 

protocol, it has three kinds of nodes. They are CH, CM, and sink nodes. CHs have the responsibility to communicate 

with the sink node. They gather data from the members in the cluster. In EGR, CHs do not participate in data collection 

while acting as CHs. CMs collect from the network and transfer to the CHs. They cannot send data to the sink node 

directly. They have to depend upon CHs. CMs strive for the FoV of the object and based on the remaining energy, one 

is selected as a winner. Figure 1 shows the network architecture of EGR. The red dots are the CMs and the small black 

circles represent the CHs. The quadrilateral in Figure 1 represents the sink node in the network. We can see all the CMs 

transmitting to CHs and some of the CHs transmitting to the sink node. 

 
Figure 1. Network architecture for EGR 

Sensor nodes form clusters in EGR based on the overlapped FoVs. One node acts as CH and others as members in 

each cluster. The process of EGR is divided into two phases. They are: “setup” phase, and “steady-state” phase. In the 
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setup phase, clusters are designed, CHs are elected judiciously using evolutionary games, CHs advertise to CMs in the 

cluster, and CMs send join requests to the CHs. In the steady state phase, sink node broadcasts to the CHs, CMs use 

data redundancy avoidance algorithm to transmit data to the CHs. CHs finally transmit data to the sink node. Readers 

can prompt [7] for further mathematical details about the protocol.       

When the nodes get divided into clusters based on the FoV constraints in EGR, nodes in each cluster must be 

divided into two distinct classes. One is nodes with high energy levels, and the another is nodes with low energy levels. 

Nodes in different clusters must send an initial message to the sink node. The message holds the node ID and residual 

energy of a node. Based on the residual energy level, the sink node fixes a threshold energy value (median). This energy 

threshold is adopted to separate the nodes in distinct energy classes. Finally, through game theoretic computation, the 

nodes either decide to be CHs or CMs. 

3.2. RL-CH Data Aggregation Mechanism  

EGR has a hierarchical network architecture featuring clustering among the sensor nodes where there are CHs and 

CMs. Since our interest lies in data aggregation of the CHs, we consider the nodes acting as CHs a graph, 𝐺 = (𝑉, 𝐸), 

where each CH node is a vertex (Vi) and each edge (eij) is a bidirectional communication channel considering two nodes 

for example Vi and Vj.    

RL has been used to solve many routing problems over the past few years. For RL-CH, we have used Q-learning 

[8, 17, 18] to accommodate multiple CHs in the model. Q-learning is a model free RL algorithm where an agent interacts 

with the environment and learns the optimal policy by yielding some scalar rewards. Q-values to each possible agent 

action is assigned that represents how good an action is. When an agent selects and performs one action, it gets a reward 

based on how good the action was. This reward is utilized to update the Q-value. Over some episodic learning, the agent 

gets to learn real action values.   

3.2.1. Agent states 
In our proposed Q-learning based routing model, the state of an agent incorporates all the CHs including the 

destination sink node. Let us assume that 𝑁𝐶𝐻,𝐷 represents the CHs and the destination sink node together. We can define 

the state as a tuple as a tuple {𝑁𝐶𝐻,𝐷, ℎ𝐷
𝑁𝐶𝐻}, where 𝑁𝐶𝐻,𝐷 represents a CH node including the goal state sink node, and 

ℎ𝐷
𝑁𝐶𝐻  is the routing information through all the neighboring nodes 𝑁𝐶𝐻 to the destination sink node, D.  

3.2.2. Actions 
 An action for our RL model is the possible routing decision for a data packet. That is, the decision of forwarding 

the data packet to the best possible neighboring CH. We define the action set, 𝐴 = {𝐴1, 𝐴2, … , 𝐴𝑛}. Each action, 𝐴𝑖  

consists of two sub elements/actions, {𝑁𝐶𝐻𝑖
, 𝐷}. Here, 𝑁𝐶𝐻𝑖

 is the intended next hop for the destination D.  

3.2.3. Q-Values 
We mentioned earlier that Q-values represent how good an action is. For our model, it presents an approximate 

cost of the route. The challenge pops out while deciding the initial Q-values. It is common to randomly initialize the 

values, but we have used a more sophisticated way. Hop count from the source to goal state has been used.  To calculate 

the value of a sub action, following equation is used: 

𝑄(𝐴𝑖) =  ∑ ℎ𝑜𝑝𝑠𝐷
𝐶𝐻𝑖                                                                                                                                                                  (1) 

where ℎ𝑜𝑝𝑠𝐷
𝐶𝐻𝑖  are the number of hops to reach the destination sink node. This estimation of the values is the upper 

bound of the actual value. It is assumed that no links were shared after the next hop. Therefore, it is normal that the Q-

values will decrease during learning period and the best possible actions will be denoted by smaller Q-values. The Q-

value of a complete action A, with sub actions 𝐴1, 𝐴2, … , 𝐴𝑛, can be calculated as:  

𝑄(𝐴𝑖) = [∑ 𝑄(𝐴𝑖)] − (𝑛 − 1)𝑛
𝑖=1                                                                                                                                           (2)     

where, n is the number of sub actions.  Based on the action taken, an agent receives a reward from the environment. 

For our model, each CH to which a data packet is transmitted, sends the reward as response for evaluating the goodness 

of the sub action. Q-value is updated using the following equation: 

𝑄𝑁(𝐴𝑖) = 𝑄𝑃(𝐴𝑖) + 𝛼(𝑅(𝐴𝑖) − 𝑄𝑃(𝐴𝑖))                                                                                                                            (3) 

where 𝑄𝑁(𝐴𝑖) is the updated Q-value, 𝑄𝑃(𝐴𝑖) is the old Q-value, 𝑅 is the reward function, and 𝛼 is the learning 

rate.   

3.2.4. Reward function 
In our reward function, the node picks its lowest Q-value for the destination and adds the cost of the action. The 

cost of the action is ‘1’ because every time there is one hop transmission in the network when the data is getting forwarded 

in steps. Also, each node piggybacks the residual energy level of the previously traversed node in every round. If the 
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energy level is greater than a certain threshold it is subtracted or added otherwise in the reward function. It is formulated 

as follows:  

𝑅(𝐴𝑖) = 𝐻𝑎 + min 𝑄(𝐴) ± 𝑅𝐸                                                                                                                                               (4) 

where 𝐻𝑎  is the action cost, and 𝑅𝐸  is the residual energy level. Many other crucial parameters like received signal 

strength, link quality, etc. can be added to the reward function depending on the necessity and different types of case 

scenario.  

A learning agent must choose an action from the available ones in the list. It is assumed that neighboring nodes 

can overhear when a data packet is transmitted. The broadcast model of RL-CH permits to piggyback information for 

the neighboring nodes. An example of such event is providing reward values based on the action taken. The reward 

value is calculated using the reward function presented in equation (4).  Figure 2 presents an RL-based model of the 

CHs based on EGR protocol There are altogether 10 CHs, each marked with different alphabets. The sink node is named 

as goal state and the source node is A(CH1). From A, there can be many different routes to the sink node. They have been 

addressed as different colors in the diagram. As the data packet will traverse the network, it will learn about its optimal 

route in terms of hop count and residual energy based on the reward function. For the following figure (Figure 2), at 

the initial stage, Route 3 will be the best route since the energy level will be same at the beginning. As the simulation 

time increases, it may change based on the remaining energy of the nodes. 

 
Figure 2. Network diagram of the CHs considering node A as source  

In our RL algorithm, we want to maintain a balance between the exploration and exploitation strategies. This 

epsilon greedy policy is usually used to balance the exploration and exploitation. A random number between 0 to 1 is 

generated based on which we select a threshold. If the generated random number is larger than the threshold (for 

epsilon greedy process it is referred as the term, ε). We define every transmission time interval (TTI) as an episode in 

our designed RL system. The data aggregation algorithm is as follows:  

Algorithm 1 Q-learning-based traffic steering 

1. Initialize: Network parameters 

2. for TTI = 1 to T do  

3.     for every Vi, Vj, and eij do  

4.          if (𝑟𝑎𝑛𝑑 ≤ 𝜀)  

5.               choose action randomly 

6.          else 

7.               select 𝐴𝑖  using greedy policy 

8.          Nodes are selected for the data packets for the             

       next hop  

9.          Reward calculation based on eqn. (4) 

10.        Updating state 

11.        Updating Q-values by eqn. (3) 

12.     end for 

13. end for 

4. Performance Evaluation 

In this section of the paper, the performance of the proposed RL-CH data aggregation mechanism built upon EGR 

is evaluated via simulation. Obtained results for RL-CH were compared with EGR protocol having no data aggregation 

scheme. The experimental environment for WMSN built using WISE-Mnet++ [15] has been used to conduct simulation.     
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4.1. Simulation Environment 

The quality of any routing protocol depends on some crucial performance metrics. We have considered two 

performance metrics for this evaluation. One is average residual energy, and another is network lifetime. They are 

defined as follows:  

• Average residual energy is the residual of a node after a particular amount of simulation time.  

• Time when at least half of the nodes are alive is network lifetime.             

We have deployed 100 sensor nodes randomly in a 100m×100m network space. There is a moving target in the 

environment. Nodes compete for FoVs of the object and images are captured by a winner. Sensing range of the node is 

30m. We have simulation parameters that are identical to EGR. Simulation environment for RL-CH is displayed by 

Table 1 [7].  In Table 2, workload parameters of the simulation are summarized [7].     

Table 1. Simulation parameters 

Parameter Magnitude 

Area if the network 100 × 100 m 

Sensor nodes in the area 100 

Data rate 2 Mbps 

Size of the image  176 × 144 

Rate (frame) 30 fps 

Offset angle 60° 

Radius for sensing  30 m 

Energy level when 

simulation started 
2 J 

Table 2. Workload parameters 

Parameter Value 

Traffic model 
Poisson distribution (48 

packets/60 seconds) 

Packet size 22 bytes 

Rate of transmission 2 Mbps 

Range for transmission 15 m 

4.2. Simulation Results and Discussions 

Figure 3 illustrates the reduction of the average residual energy in RL-CH embedded EGR and EGR. EGR has higher 

energy efficiency compared to many other existing protocols because of the data redundancy avoidance algorithm and 

best CH election process that uses game theory. Using RL-CH in EGR makes it more energy efficient because the number 

of transmissions is reduced. RL-CH allows CHs to add their data each time they participate in routing being a part of the 

optimized route. As mentioned in our proposed protocol, we consider the energy level of the nodes in our state space. 

Highest rewards are obtained whenever the data is aggregated via the nodes with more energy. Therefore, the system 

learns the optimal nodes via policies and energy is conserved. From Figure 3, we can see that EGR with RL-CH has 

depleted energy slower than typical EGR protocol.    

 
Figure 3. Average residual energy. 
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Network lifetime is also another crucial performance metric for any routing protocol. Since WMSNs deal with huge 

chunks of data, due the high data volume in the network is necessary to maintain a fair amount of network lifetime. RL-

CH with EGR protocol performs better than typical EGR. Figure 4 presents the network lifetime graph for both protocols. 

We can see from the figure that EGR with RL-CH has a higher network lifetime. There are two reasons behind such 

performance increase. As we could see from Figure 3 that we have a performance increase in terms of average residual 

energy, it eventually leads to longer network lifetime since these two parameters are highly related. Other than this, 

aggregating CHs are chosen based on the energy level. When nodes closer to the sink node suffer from energy decline 

due to the energy hole problem, they are not chosen for data forwarding based on our algorithm.  

 
Figure 4. Number of living nodes showing network lifetime. 

The next parameter that we considered for proving effectiveness of the proposed routing mechanism is packet 

delivery ratio. It is the ratio of the packets efficiently delivered and packets that were dropped. From Figure 5, we can see 

that the proposed RL-CH with EGR performs better than the typical EGR multi sink protocol. Since data is processed by 

the nodes with higher energy in the proposed method, the packets are more unlikely to suffer from dropping compared 

to the EGR baseline.  

 

Figure 5. Comparison of the packet delivery ratio. 

Lastly, the proposed RL-based protocol is compared considering the end-to-end delay too. From Figure 6, we can 

vividly visualize that when we introduced RL with single sink architecture, the performance was better for delay 

parameters.   
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Figure 6. Comparison of the average end-to-end delay 

5. Conclusion 

WMSNs are very traffic intensive networks where the data volume is very high. Using multiple sinks can be costly 

and can increase the complexity of the routing algorithm. In this study, we have adopted EGR, a recently proposed 

multi-sink cluster-based routing protocol that claims to be more energy efficient compared to many of the existing state-

of-the-art protocols to implement an intelligent data aggregation method among CHs within a single sink architecture. 

RL-CH learns the optimal policy by traversing the whole network using episodic learning procedure through state-

action-reward chronology. Proposed RL-CH data aggregation scheme can outsmart EGR in terms of average residual 

energy, network lifetime, average end-to-end delay, and packet delivery ratio. It gains 17.6% decrease in average end-

to-end delay and 7.7% increase in PDR along with a network lifetime increased to 3.2% compared to EGR. RL-CH can 

be implemented to improvise any other cluster-based routing protocols for WMSNs for better performance. In the 

future, we can consider advanced RL algorithms like deep Q-network (DQN) or hierarchical RL. The considered state 

space proposed in this paper is limited to energy level only. Increasing the state space with other different network 

parameters can make the aggregation strategy more efficient where DQN can be a good strategy.   
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