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Abstract: Chunks play an important role in applied linguistics, such as Teaching English as a Second Language 

(TESL) and Computer-Aided Translation (CAT). Although corpora have already been widely used in the areas 

mentioned above, annotation and recognition of chunks are mainly done manually. Computer- and linguistic-

based chunk recognition is significant in natural language processing (NLP). This paper briefly introduced the 

intelligent recognition of English chunks and applied the Recurrent Neural Network (RNN) to recognise chunks. 

To strengthen the RNN, it was improved by Long Short Term Memory (LSTM) for recognising English chunk. The 

LSTM-RNN was compared with support vector machine (SVM) and RNN in simulation experiments. The results 

suggested that the performance of the LSTM-RNN was always the highest when dealing with English texts, no 

matter whether it was trained using a general corpus or a corpus of specialised domain knowledge. 
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1. Introduction 

Much of the progress in the development of linguistics has been the result of paradigm shifts within 

the discipline. Moreover, computer science and computational linguistics have helped form an 

interdisciplinary field that has made a considerable contribution to how humans can better understand 

language. For example, the emergence of the corpus is an epochal revolution. However, in many studies 

based on corpora, manual intervention is required. For instance, almost all corpus-based language chunk 

studies currently use manual annotation, which significantly limits the research and reapplication of 

language blocks. Computers cannot directly understand natural language, as would be requited in 

applications such as language translation and speech recognition [1]. Hence, the need for algorithms to 

convert the natural language into the computer language.  

These algorithms need to address such issues as the same word in different grammars having 

different meanings [2]. The computer cannot rigidly recognise individual words but needs to recognise 

chunks, i.e., it divides a sentence into different syntactic modules [3], and the subsequent processing of 

natural language is based on the types of chunks. For example, Seung-Hoon et al. [4] put forward a 

phrase-based lexical analysis model for Korean and found from the experimental results that the phrase-

based model performed better than the morpheme-based model. Sarkar et al. [5] proposed an effective 

method to segment and label pass-phrase utterances. Moreover, Christie et al. [6] proposed a means for 

simultaneous semantic segmentation and prepositional phrase attachment resolution. Napolitano et al. [7] 

introduced some techniques that could preprocess breast cancer pathology reports to facilitate the 

extraction of cancer stage-related chunks, one using the free software RapidMiner and the other using the 

K-nearest algorithm to construct a layout classifier. They found that the layout classifier had an accuracy 

of 99.4%. A new dynamic chunking method proposed by Lin et al. [8] mapped original sequences into a 

fixed number of chunks. The experiment based on three databases found that this method improved 
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recognition accuracy, robustness, and recognition efficiency. Kai et al. [9] used a temporal back-

propagation algorithm based on context-sensitive chunks to segment the text into chunks with appended 

contextual observations. Guo et al. [10] proposed a framework combining bidirectional long short-term 

memory (LSTM) with the convolutional neural network to recognise implicit discourserelations and 

found through experiments that the method could effectively recognise implicit discourse relations. Our 

paper used LSTM-Recurrent Neural Network (RNN) to automatically recognise chunks in the corpus, 

which will positively affect related research in language teaching, machine translation, and other applied 

fields of linguistics. Compared to previous studies, our study recognised English chunks by taking the 

RNN’s advantage for serial information and highlighted the important information with LSTM to 

improve the recognition performance of the RNN, which are the novelties of this paper. 

2. Intelligent Recognition of English Chunks 

2.1. The Basic Process of Chunk Recognition 

When processing a natural language text, such as in information retrieval and machine translation 

applications, the computer cannot process it word by word because words will have different meanings in 

different grammatical environments. Take machine translation of English as an example; when English 

words can be both nouns and verbs, their specific meanings are determined according to the grammatical 

environment of the sentence they are in [11]. Therefore, before machine translation of an English text, text 

needs to be divided into chucks through a classification process and labelled according to their type. 

Chunk recognition is also called shallow syntactic parsing. The purpose of chunk recognition is to 

segment a sentence into different syntactic modules that can also be used as features needed for the 

computer processing of natural language. Chunk recognition can be described as a labelling task that first 

determines the category of the current word, then confirms the category boundary and ensures that the 

words within the boundary belong to the same category [12]. In this paper, the IOBES labelling strategy is 

adopted: the word that is determined currently is represented by X, B-X denotes that the current word is 

the initial word of the segmented chunk, I-X indicates that the current word is the middle word of the 

segmented chunk, E-X indicates that the current word is the ending word of the segmented chunk, S-X 

denotes that the current word is the word splitting of the segmented chunk, and O-X means that the 

current word does not belong to any segmented chunk. 

 
Figure 1. The basic flow of chunk recognition 

The basic process flow for recognising English chunks is shown in Figure 1. First, English texts are 

collected and divided into chunks in the form of manual annotation, and the types of chunks are labelled 

to build a corpus [13]. Then, the text is preprocessed through removing irrelevant words and punctuation, 

to reduce the interference of redundant words to the recognition. The text is then vectorised using the 

single thermal representation method [14], where the single thermal representation requires the use of a 

word list. The number of words in the word list determines the dimension of the text vector, and every 

word occupies one dimension. When the word to be vectorised is contained the word list, the dimension 

where the word is located takes the value of 1, and the rest of the dimensions take the value of 0. Finally, 

the vectorised text is recognised and labelled by the classifier. Commonly used classifiers include SVMs, 

decision trees, neural networks, etc [15]. 

In the process of chunk recognition, besides the classifier, the most important thing is the collection of 

English texts used for training the classifier, i.e., the manually annotated corpus collection. Usually, an 

open general corpus is used as the training set to ensure the generality of the trained chunk recognition 

classifier and the convenience of training. The advantage of using an open general corpus is that it does 

not require additional data collection and annotation [16]. Still, the disadvantage is that it is inclined to 

include common English language materials. Though the application of a general corpus ensures the 

generality of the classifier, it is difficult to guarantee the recognition effect when facing the specialised 

knowledge domain, i.e., English texts containing many proper nouns. Therefore, based on the general 
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corpus, this paper additionally collected journal papers from different scientific research fields and 

reconstructed the corpus containing specialised knowledge [17]. 

2.2. The Improved RNN Classifier for Chunk Recognition 

 
Figure 2. The basic structure of an RNN 

The basic principle of chunk recognition annotation for English is classifying and recognising a text 

using a classifier after the text has been transformed into a vector [18]. For natural languages, the meaning 

of a text and the kinds of chunks composed of words is affected by the context. SVMs, decision trees, and 

traditional back-propagation neural networks (BPNNs) do not consider the context of a text when being 

used as classifiers, i.e., the text vectors are independent of each other.  

Like a BPNN, an RNN is a structure containing input, hidden, and output layers. However, there is 

only one hidden layer in the RNN, which is the difference between a BPNN and an RNN. The single 

hidden layer has a self-connected loop, enabling the neural network to use the current input information 

and the historical information in the training and use process. In short, the input sequence of information 

will affect the training and use of classifiers, which fits quite well with the chunk recognition and labelling 

of English texts. In the process of using the RNN, the vectorised sentences are input to the input layer 

nodes of the RNN according to the word order, and then the data in the input layer nodes are input to the 

hidden layer nodes. A self-connected loop is between the hidden layer nodes of the RNN, which means 

that the data obtained from calculating the nodes in the hidden layer are calculated again in addition to 

calculating the data from the input layer nodes. The calculation formula in the hidden layer first linearly 

fits the data with the linear formula and then nonlinearly fits the linear data with the nonlinear activation 

function to obtain the nonlinear law between data. The final calculated results are output from the output 

layer nodes. 

The forward calculation formula for the hidden layer in the RNN is: 
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where I  means the number of the input layer nodes, H  means the number of the hidden layer 

nodes, t

ix  denotes the input of sequence t  in the input node i , ihω  denotes the weight between the input 

node i  and hidden node h , hhω ′  represents the weight between the hidden node h  and another hidden 

node h′ , t

hb  is the output of sequence t  in hidden node h , )(f  is the activation function, t

ka  is the output 

of sequence t  in output node k , and hkω  is the weight between the hidden node h  and output node k . 

After the results are obtained using the forward calculation of Equation (1), they are compared with the 

actual labels in the training samples. Since this study focuses on the chunk labelling of English texts,  the 

error is calculated by cross-entropy [19]. Then, the weights in the forward calculation formula are 

reversely adjusted until the error converges to stability or the training reaches a set number of times. 
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The context can be effectively utilised when classifying and recognising text chunks with the loop 

structure of the hidden layer in RNN. Theoretically, RNN can process the information of the whole 

sequence. However, in practical use, as the input information circulates in the loop of the hidden layer, its 

influence in the hidden nodes gradually decreases, and it cannot effectively process long sentences. To 

solve the shortcoming mentioned above, this paper improves RNN with LSTM. The computational flow 

of the improved LSTM-RNN is as follows. 

① Texts in the training samples are preprocessed and vectorised using the single thermal 

representation method. 

② The vectorised texts are input into the LSTM, and the forward calculation formula within the 

LSTM is: 
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where tf   stands for the output of the forgetting gate [20],  ts   stands for the output of the cyclic gate, 

tg  is the external input gate unit, tq  is the output gate unit, and b , U , and  W  stand for the bias term, 

input term weight and  cyclic gate weight of the corresponding gate, respectively. 

③ The output gate data obtained from the LSTM calculation is used as the input data in Equation (1) 

for forward calculation. The error is calculated by comparing the calculation results with the actual labels 

of the training samples, which is used to reversely adjust the weight parameters in the LSTM and RNN. 

The error is still calculated using cross-entropy, and the calculation formula is: 
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where icy  stands for a symbolic function of whether the sample i  belongs to class c  (its value is 1 if 

it belongs to class c ; otherwise, its value is 0), M  is the total number of classes, N  represents the sample 

size, and icp  stands for the probability that sample i  is a member of class c . 

The above procedures are repeated until the error converges to the preset threshold or the iteration 

reaches the preset maximum number. 

3. Simulation Recognition 

3.1. Experimental Data 

The general corpus used for the experiments is from the Brigham Young University corpus 

(https://corpus.byu.edu/), one of the most widely used online corpora and supported by hundreds of 

universities, and thousands of individuals, and organisations. The online corpus contains a wide variety 

of corpora, involving news, Wikipedia, film and television works. Training and testing samples were 

selected from the News on the Web (NOW) corpus, containing more than 14 billion words and 20 national 

languages. Ten thousand simple sentences in English were selected as the data samples for the experiment.  

In addition, the top 100,000 most frequently occurring words were selected from the English part of 

the NOW corpus as the word list for the single thermal representation method, and the words outside this 

word list were represented by UNK . 

A general corpus was established by randomly selecting 7000 single sentences from the experimental 

data samples for training the algorithm, and the remaining 3000 single sentences were used for testing. In 

addition to the general corpus, to further improve the recognition performance of the English chunk 

intelligent recognition algorithm for texts in specialised fields, the research reported here also made use of 

the latest issues of 20 authoritative journals in fields such as mathematics and chemistry, materials science, 

aviation, agriculture, and new energy and selected ten papers from each journal, i.e., a total of 200 papers. 



AETiC 2022, Vol. 6, No. 3 15 

www.aetic.theiaer.org 

The main bodies of 140 papers were selected and added to the general corpus to build a knowledge 

corpus, and the main bodies of the remaining 60 papers were added to the test samples. 

3.2. Experimental Setup 

English text chunks were recognised by LSTM-RNN. The relevant parameters are as follows. LSTM 

had two hidden layers, each contained 1024 nodes, and sigmoid was used as the activation function; RNN 

has two hidden layers, each contained 1024 nodes, and the activation function was the same; 1000 

iterations was the maximum, and the learning rate was set as 0.1. 

To verify the performance of LSTM-RNN for chunk recognition, it was compared with two 

algorithms, SVM and RNN. The kernel function of SVM was sigmoid, and the penalty parameter was 1. 

The parameters of RNN were the same as the RNN part in LSTM-RNN. 

3.3. Evaluation Criteria 

The recognition performance of the algorithm was evaluated by precision and recall rate, and the 

calculation formulas are: 
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where P  is the precision, R  is the recall rate, x  is the number of samples that are correctly 

recognised, n  is the number of samples recognised by the algorithm, and m  is the number of standard 

answers in the test sample. 

3.4. Experimental Results 

Figure 3 illustrates the performance test results of the three chunk recognition algorithms for 

recognition of the general test samples and knowledge test samples after training with the general corpus. 

The precision and recall rate of SVM for recognising the general test samples were 82.3% and 81.2%, those 

of RNN were 90.1% and 89.6%, and those of LSTM-RNN were 97.8% and 96.7%. Facing the knowledge 

test samples, the precision and recall rate of SVM were 76.8% and 75.7%, those of RNN were 85.4% and 

84.6%, and those of LSTM-RNN were 90.2% and 89.8%. It was seen from Figure 3 that when recognising 

the general test sample and the knowledge test sample, LSTM-RNN had the best recognition performance, 

followed by RNN and SVM. In addition, the performance of the three chunk recognition algorithms 

trained by the general corpus was lower in recognising the knowledge test samples than the general test 

samples. 

 
Figure 3. Recognition performance of three algorithms for two kinds of test samples after training by the general 

corpus 

Figure 4 illustrates the performance test results of the three chunk recognition algorithms for 

recognition of the general test samples and knowledge test samples after training with the knowledge 
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corpus. The precision and recall rate of SVM for recognising the general test samples were 82.4% and 

81.4%, those of RNN were 90.1% and 89.8%, and those of LSTM-RNN were 97.7% and 96.7%. When 

recognising the knowledge test samples, the precision and recall rate of SVM were 79.4% and 79.7%, those 

of RNN were 88.3% and 87.7%, and those of LSTM-RNN were 97.1% and 96.6%. It was observed from 

Figure 4 that LSTM-RNN performed the best when recognising the two types of test samples; among the 

three chunk recognition algorithms trained by the knowledge corpus, the performance of SVM and RNN 

was lower in recognising the knowledge test samples than the general test samples. The performance 

reduction of LSTM-RNN was not as significant as SVM and RNN. 

 
Figure 4. Recognition performance of three algorithms for two kinds of test samples after training by the knowledge 

corpus 

The average time taken by the three algorithms to recognise chunks of English texts is shown in 

Figure 5, 2.4 s for SVM, 1.9 s for RNN, and 1.1 s for LSTM-RNN. Figure 5 showed that LSTM-RNN was 

the most efficient, followed by RNN and SVM. 

 
Figure 5. Average time of three algorithms for single-sentence chunk recognition 

4. Discussion 

Natural language recognition is an important part of computer intelligence. Accurate natural 

language recognition can significantly enhance the interactivity between computers and humans. In 

addition, natural language recognition is also crucial when retrieving textual information or performing 

machine translation. Chunk division and recognition of sentences facilitate the accurate recognition of 

natural language. Since the order of words in natural language affects the expression of word meanings, 

this paper adopted an RNN that can use historical input information to perform chunk recognition on 

English texts and applied LSTM to compensate for the loss of historical information during the use of 

RNN. Finally, simulation experiments were conducted on LSTM-RNN, and it was compared with SVM 

and RNN to verify the recognition performance of LSTM-RNN. The results have shown above. Whether it 

was trained by the general corpus or the knowledge corpus, LSTM-RNN always had the best recognition 

performance when facing the test sample set, followed by RNN and SVM. The reasons are as follows. 

SVM was a linear classifier, so it could not effectively fit the nonlinear classification law even if the input 

information was mapped to a high-dimensional space using the kernel function. 
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Moreover, SVM only considered the current input data when classifying data and could not utilise 

the contextual information; therefore, its performance was the worst. RNN could effectively utilise the 

contextual information, and the activation function in the neural network could effectively fit the 

nonlinear classification law; therefore, its chunk recognition performance was superior to SVM. LSTM-

RNN inherited the advantages of RNN. The use of LSTM made up for the loss of historical information 

during the use of RNN, improving the performance in recognising long sentences; therefore, its chunk 

recognition performance was the best. 

After training with the knowledge corpus, the recognition performance of the three chunk 

recognition algorithms improved when facing the knowledge test samples. The knowledge test samples 

contained texts from journal papers, which included many specialised words, and the types of chunks 

were different from those in common language texts. Therefore, the chunk recognition algorithms trained 

with the general corpus treated specialised words as common words, resulting in lower recognition 

accuracy. The knowledge corpus was added with specialised knowledge texts from journal papers, 

supplementing the relevant classification laws, improving the recognition accuracy. 

5. Conclusion 

This paper briefly introduced the intelligent recognition of English chunks, used RNN for chunk 

recognition, improved RNN with LSTM, and compared LSTM-RNN with SVM and RNN in simulation 

experiments. The results are as follows. Whether trained by the general corpus or the knowledge corpus, 

when facing the test sample set, LSTM-RNN always had the best recognition performance, followed by 

RNN and SVM. After being trained with the knowledge corpus, the recognition performance of all three 

chunk recognition algorithms for knowledge test samples improved. LSTM-RNN had the highest 

efficiency in recognising English chunks, followed by RNN and SVM. 
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