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Abstract: This study presented a model for improving audio files quality using fractal coding specifically when a 

high compression ratio is required. The proposed high synthetic audio compression model which can be called 

(HSACM) is based on conventional fractal coding and lifting wavelet transform. Various lifting wavelet transform 

families and levels are used and their effects on the reconstructed audio files are discussed as well. Audio files 

from GTZAN dataset and standard measurements for data compression are used in the evaluation of the proposed 

model. The results reveal that using block length 50 samples which is the worst case, PSNR is increased, on 

average, from 34.1 to 44.8 dB and from 34.1 to 40.5 dB using lifting wavelet transform with 3 and 2 levels, 

respectively. Thus, the PSNR is improved by 10 and 5 dB with slightly reducing the compression ratio by 6.2 and 

12.5%, respectively. Moreover, it can be noticed that adopting lifting wavelet transform with basis Haar, db1, db4, 

db5, cdf1.1 and cdf2.2 provide higher audio quality while db6, db8, sym7 and sym8 give the worst audio quality. 

Furthermore, the performance of HSACM is compared with that of existing work to highlight its performance. 

Keywords: Audio Compression; Audio Quality; Fractal Audio Coding; Lifting Wavelet Transform 
 

1. Introduction 

Audio compression is still the main issue in digital audio processing. Speech compression represents 

transforming the signal speech to a compressed form, which thereafter can be transmitted with a smaller 

size because of the limited bandwidth [1]. Three main requirements should be satisfied in each proposed 

data compression technique which are compression ratio, uncompressed audio quality or fidelity and 

encoding/decoding time [2]. Various compression techniques were used to compress the multimedia files 

such as Discrete Wavelet Transform (DWT), Fractal Coding (FC), Vector Quantization (VQ) and Discrete 

Cosine Transform (DCT) [3]. 

Fractal coding is a promising lossy technique that is used for compression files with a high 

compression ratio, asymmetric coding/decoding and accepted reconstruction quality [4]. However, it still 

has an issue related to the quality of the reconstructed audio files in addition to the encoding process time 

using fractal coding [5]. A high compression ratio can be achieved by enlarging block length, however, 

this leads to degrading quality of the audio file. An inverse relationship is shown with the audio quality 

and block length. Increasing block length leads to decreasing in quality of the audio file and conversely. 

The quality of the files after the decoding depends mainly on the block length which is an inverse 

relationship. Since fractal coding has a high compression ratio, it can be compromised to improve the 

audio quality [5]. 
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In this study, a high synthetic compression model for audio files is proposed based on conventional 

fractal coding and error-compensation using wavelet transform. Lifting Wavelet Transform (LWT) is 

utilized in the proposed model to improve the quality of audio files. The error between the original audio 

and the reconstructed using conventional Fractal Audio Coding (FAC) is compressed and compensated 

with the fractal parameters in the compressed file. After applying LWT on the error, the approximate 

coefficients of the error are adopted and the detail coefficients are ignored since the first has the most 

important information about the audio signal on the opposite of the second. Different audio files, block 

length and wavelet families such as (Haar, Daubechies, Symlet, Cohen–Daubechies–Feauveau and 9.7) are 

used and discussed their effect on the audio quality. Moreover, the results are compared with the related 

work. The contribution of this study is improving uncompressed audio files quality using conventional 

FAC when a high compression ratio is required. Moreover, the effect of the 16 LWT basis on the audio 

quality and WT levels are discussed. 

The structure of the paper is as follows: basic concepts are explained in section 2. Section 3 highlights 

the related works that were used fractal audio as a compression technique for audio files. Section 4 

presents the details of the HSACM model and its processes. Section 5 shows the results and discussion of 

two experiments and comparison with related works. Finally, the conclusion and future work are 

included in Section 6. 

2. Preliminary 

This section is dedicated to explaining briefly the concepts of the techniques that are adopted in the 

proposed model which are fractal audio coding and lifting wavelet transform. 

2.1. Fractal Coding 

Fractal coding is an approach adopted to compress data since it produces high compression ratio and 

the accepted fidelity of the reconstructed data. The idea of the fractal is based on fact that most real-world 

objects have similarities and redundancies. Barnsley and Sloan [6] were the first to employ fractal coding 

for image compression in 1988. Later, utilizing the mathematics of IFSs, Jacquin adopted Sloan and 

Barnsley's work, and he ultimately established fractal coding using Partition Iteration Function Systems 

(PIFS) [7]. When compared to other compression techniques like DWT and DCT, FC has a lower 

computational complexity because it does not require any transformation. However, the encoding process 

is time-consuming [8]. 

Fractal coding is based on the generation of blocks which are domain and range. The encoding 

process begins by selecting the most similar domain block, each range is compared with domain blocks. 

The matching process uses Root Mean Square (RMS) to select most similar domain block for each range 

block with minimum RMS. Most similarity means lower value of RMS. It computes using Eqs. (1)-(4) [10]: 
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Where 𝑆𝑐𝑙𝑗 is the range block scale value of index the 𝑗𝑡ℎ; (0<j<N). N represents the number of range 

blocks. d is the domain block and r is the range. 𝑑̅ is the domain block mean and 𝑟̅ is the range block mean. 

𝜎𝑑
2 is the domain block variances and 𝜎𝑟

2 is the range block variances. Each range block at the end is 

represented by four parameters termed fractal parameters (FPs). Each FPs consists of scale (𝑆𝑐𝑙𝑗), mean 

(𝑑)̅̅ ̅, index of the domain (𝑖), and affine mapping (direction of the domain bock, original or rotate by 180O) 

[5] [9]. Each block is represented by a 1-D array in fractal audio coding. 

The decoding process is dedicated to reconstructing the range blocks by simply performing the 

appropriate affine transform on 𝑑𝑖  then applying Eq. (5): 

         𝑟𝑘
′ = 𝑆𝑐𝑙𝑗(𝑑𝑖 − 𝑑̅) + 𝑟̅                                                                                                                                                             (5) 
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Where  𝑟𝑘
′  is range retrieved block of index the 𝑘𝑡ℎ. 𝑆𝑐𝑙𝑗 is the range block scale parameter of index 𝑗𝑡ℎ. 

𝑑𝑖is the arbitrary block sample value of index 𝑖𝑡ℎ. The arbitrary block is a block with samples of value 0.  𝑑̅ 

is the arbitrary domain mean and  𝑟̅  is the range blocks mean [11]. 

2.2. Lifting Wavelet Transform 

Any given signal can be represented in time-frequency frequency transform such as WT. The audio 

signal is divided into two sets of coefficients using WT which are the approximation coefficients by 

passing the signal through a low-pass filter and the detail coefficients by using a high-pass filter. 

Depending on the application and the length of the signal, the approximate coefficients can be 

decomposed into more levels [12]. 

The LWT is proposed to minimize the wavelet transform's computation time and memory 

requirements. The lifting wavelet simplifies the problem by analyzing it in the integer domain directly. 

Furthermore, the lifting wavelet saves time and provides a frequency localization characteristic that 

overcomes the standard wavelet's shortcoming. Split/merge, prediction, and update are the three 

processes of the lifting wavelet method. LWT is described in detail in [13, 14]. The inverse process of 

decomposition is used to recreate the lifting wavelet transform.  

3. Related Works 

This section includes a discussion of the related works that were proposed using fractal audio coding.  

Wannamaker and Vrscay proposed fractal audio coding in 1997 using a WT and the FC. Since audio 

signals are smoother than visuals, they devised a hybrid technique combining FC and WT. With this 

method, they were able to obtain compression ratio of 6:1 and maintaining the quality of reconstructed 

audio signal [15]. 

Xiao [16] implemented fractal coding on an audio signal. He conducted studies using audio signals 

rather than images to see how this technique worked. Bit allocation, range partitioning, domain creation, 

and others parameter are proven to affect performance in this study. In this study, the compression factor 

was around 3 to 6. 

George and Salih [17] suggested a PCM wave file-based audio compression technique based on 

fractal coding and affine transformation. The relationship of block length, encoding time, jumping step, 

PSNR, compression ratio and MSE were highlighted in the study. Furthermore, the results show an 

inverse relationship between PSNR and block length and jump step for audio quality. Using 10 and 40 

samples block length, the PSNR are 45.6 and 31.53, respectively.  

FAC approach is proposed by Bedan and George [18] that uses a moment descriptor-based filtering 

mechanism to reduce the domain blocks and accelerate the matching process. For classification, the 

method employs first and third order moments. The findings of this study are expected to provide a 

significant decrease in the time of the encoding process for the PIFS without a noticeable reduction in 

audio quality. The adopted block length in the experiments was not indicated in this study. 

An investigation is performed by authors in [5] to highlighting the effect of various block lengths on 

audio quality using conventional FC. The achieved compression ratio was roughly 93% using a block 

length of 40 samples and audio quality on average PSNR 35 dB. While the audio quality was PSNR 32 dB 

on average using block length 50 and the achieved compression ratio of 96%. 

In sum, the related works in the area of FAC are dedicated to improving the encoding process time. 

Up to our knowledge, improving the quality of the uncompressed audio file using conventional FAC did 

not discuss and need further research.  

4. The HSACM Model 

The HSACM model consists of four processes: encoding, error-compensation, decoding and audio 

improving. These processes are shown in Figure 1. The next subsections describe the details of each 

process. 
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Figure 1. HSACM model, (a) Encoding, (b) Error-Compensation, (c) Decoding and (d) Audio Improving 

4.1. Encoding 

Encoding is the first process in the proposed model and responsible for encoding the uncompressed 

audio file and producing a set of FPs in order to include and generate compressed audio files later in the 

second process. The steps are as follow: 

1- Select the audio file as input, open and read the data audio samples. 

2- Perform FAC encoding by generating the range and domain blocks by partitioning the samples 

into blocks of a specific length, this length can be ranged from 2 to 𝑁 samples which is based 

on the required comparison ratio and uncompressed audio quality. 

3- Find the domain block which is the most similar to the particular range block using Eqs. (1)-(4). 

4- Set the FPs of each range block. 

5- Reconstruct the compressed audio file by including the FPs with the error that got from the 

error-compensation process.  

The flowchart of this process is shown in Figure 1 (a). 

4.2. Error-Compensation 

This process is dedicated to obtaining the error which is the difference between the original audio 

samples and the uncompressed audio samples using conventional FAC and the compressed it and then 

include it with the PFs in the compressed audio file. The steps are as follow: 

1- The input to this process is the original audio samples and the reconstructed uncompressed 

audio samples after applying the conventional FAC decoding. 

2- Compute the error by subtraction every two samples, the original and the reconstructed 

samples. 

3- Apply LWT on the error using different levels and families. The selection of the level and 

wavelet family is ranged from 2 to L levels which is based on the required audio quality and 

compression ratio. 

4- Keep the approximate coefficients, which are the first set of the coefficients from LWT that 

represents the significant information about the error and consider it a compressed error and 

ignore the detailed coefficients since they are not important. 

5- Include compressed error along with the FPs and reconstruct the compressed audio file. 
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Figure 1 (b) shows the flowchart of this process. 

4.3. Decoding 

The third process in HSACM model is decoding. This process starts with the compressed audio file 

and finishes with constructing the uncompressed audio and getting the compressed error as follow: 

1- Select the compressed audio file and open it. 

2- Read the samples from the file byte by byte to get the FPs. 

3- The samples after the PFs represent the compressed error which are getting by reading them 

byte by byte. 

4- Select a random set of samples the same size as the original audio samples. 

5- Perform the FAC decoding using the random set of samples and FPs to get the initial 

uncompressed audio samples using Eq. (5). 

6- Repeat step 4 several iterations by replacing the random set of samples with the initial 

uncompressed audio samples until getting the audio samples which are approximately similar 

to the original audio samples.  

The flowchart of this process is shown in Figure 1 (c). 

4.4. Audio Improving 

This process is used to improve the quality of the uncompressed audio samples that got from the 

conventional FAC which is the consequence of the decoding process. The input to this process is the 

uncompressed audio samples and the errors got from the decoding process and the output is the 

improved uncompressed audio samples and the steps of this process are as follow: 

1- Generate a set of detail coefficients same size as the compressed error with zero values. 

2- Perform ILWT by applying Eq. (5) using the compressed error which represents the 

approximate coefficients and the detail coefficients from step 1 using the same level and family 

that were used in process 4.2 to get the uncompressed error. 

3- Addition is performed to the uncompressed error and the uncompressed audio samples to get 

the improved uncompressed audio samples. 

4- Reconstruct the uncompressed audio file using the improved uncompressed audio samples 

and header information. 

The flowchart of this process is shown in Figure. 1 (d). 

5. Results and Discussion 

The effect of the HSACM model on the improvement of audio files is demonstrated in this section 

using a variety of audio files, block lengths, LWT levels and families. The evaluation metrics used in the 

experiments, the results of the experiments and dataset are included in this section as well. The proposed 

model's prototype was created in MATLAB R2013a on an Intel® Core TM i7-7500U CPU @ 2.50 GHz with 

8GB RAM. The audio files duration for each experiment is specified by a particular software, Adobe 

Audition 1.5. Compressed audio quality is measured using Signal to Noise Ratio (SNR), Mean Square 

Error (MSE) [19] and Peak Signal to Noise Ratio (PSNR) [20], while compression performance is measured 

using compression ratio, which represents the ratio between the size of original and compressed audio file 

and compression factor, which means the inverse of the compression ratio [21]. The audio dataset is based 

on the GTZAN [22]. This dataset is used to evaluate the HSACM model since it contains speech and music 

audio file types. 16 bits per sample, 44100 sample rate, mono, speech and music with 1-10 second duration 

are the characteristics of the audio files utilized in the studies. Two experiments are conducted in this 

section which highlights the improvement of the quality using various block lengths and LWT families. 

Moreover, a comparison with related work is included as well. 

5.1. Block Length and Quality 

This experiment presents the impact of block length on the quality of the audio files using different 

LWT levels. Three speech and four music audio file types are used. Table 1 depicts the effect 10, 20, 30, 40 
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and 50 samples block length on the PSNR using LWT with L=2. The results tabulated show that the 

improvement in the PSNR is ranged from 2.1to 12.2 dB using the above block lengths. This improving 

produce decreases in the CR by 12.5%. it can be noticed that the improvement in the PSNR is increased 

proportionally with the increase of the block length. The results are obtained using different LWT families 

and represent the average of these results.  

Table 1. Effect of using LWT with 2-Levels on audio quality and compression ratio 

LWT 2L 

Block Length 10 20 30 40 50 

CR (%) 81.2-68.7 90.6-78.1 93.7-81.2 95.3-82.8 96.2-83.7 

Decreased CR (%) 

12.5 

Audio Improved PSNR dB 

Kalimba 3 5.4 6.6 9.1 10.1 

Bagpipe 4.4 6.6 8.3 9.8 9.7 

Female 2.1 4.6 6.6 8.4 10.3 

Jazz 4.1 8 9 11.1 12.2 

news1 2.7 3.8 4.9 7.2 6.6 

Vlobos 2.5 4.9 6.7 8.3 9.3 

Voice 3.2 3.9 7.2 8.2 8.3 

The decrease in the CR using LWT L=3 is less than that got using LWT L=2 as shown in Table 1. At 

the same time, the improvement in the PSNR is less than the result using LWT L=2 using 10, 20, 30, 40 and 

50 samples. Moreover, the results in Table 2 show that the improvement in the PSNR is between 0.4 to 7.9 

dB. 

Table 2. Effect of using LWT with 3-Levels on audio quality and compression ratio 

LWT 3L 

Block Length 10 20 30 40 50 

CR (%) 81.2-75 90.6-84.4 93.7-87.5 95.3-89.1 96.5-90 

Decreased CR( %) 

6.2 

Audio Improved PSNR dB 

Kalimba 1 2 3.2 5.5 5.5 

bagpipe 1.4 2.8 3.3 5.4 4.2 

female 0.5 1.9 3.2 4.9 5.9 

Jazz 1.3 4.6 5.4 7.9 7.8 

news1 0.7 1.3 2 4.1 3.4 

vlobos 0.4 1.4 4.3 5.6 5.8 

Voice 1 1.5 3.4 4.6 4.2 

It can be concluded from this experiment that the improvement of the PSNR has proportional with 

the increase of the block length and inverse relationship with the LWT level. Furthermore, when the level 

of the LWT is increased, the CR is decreased. 

5.2. LWT Families and Quality 

This experiment presents how the quality of the audio files is affected by the LWT families. Kalimba 

and Jazz are the audio files that are used. Haar, Daubechies (db), Symlet (sym), Cohen–Daubechies–

Feauveau and 9.7. Female as a speech file and Jazz as music audio file are used to highlight the effect of 

LWT families. Block length of 10 to 50 samples, SNR, PSNR and LWT level=2 are used in this experiment. 

SNR, SNR_NEW, PSNR and PSNR_NEW represent the quality of the audio using conventional FAC and 

HSACM model, respectively. Figure 2 depicts the effect of LWT families on the Female audio. It seems 

that using 10, 20 and 40 block length, haar, db1, db4, db5, cdf1.1, cdf2.2 provide better results in terms of 

audio quality. While using 30 and 50 block lengths, in addition to the above, sym3 and sym4 give better 

quality as well. On the other hand, the worst audio qualities are got using db6, db8, sym6 and sym7 with 

all block lengths as shown in Figure 2.  

Figure 3 highlights the effect of LWT families on the music audio file type which is Jazz. It seems that 

in addition to haar, db1, db4, db5, cdf1.1, cdf2.2, sym3 and sym4 provide better result using all block 

lengths and the worst audio qualities is got using db6, db8, sym6 and sym7 as well in Figure 2. 
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Figure 2. Female LWT Level 2 with Different Block Length 

To show the visual effect of the LWT families on the quality of the audio files, Figure 4 include the 

waveform of the audio file using Kalimba music audio type with block length 10 samples and LWT L=2. It 

can be noted that all basis of the families produces acceptable improvement except db6, db8, sym6 and 

sym7. 
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Figure 3. Jazz LWT Level 2 with Different Block Length 

Figure 5 depicts the effect of LWT families on the Kalimba audio file with a block length of 50 

samples. It can be concluded that when the level of the LWT is 3 the improvement on the quality is limited 

and more basis such as db3, db6, db8, sym6, sym7, 9.7 give the worst quality. 
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Figure 4. Waveform of Kalimba audio file with block Length 10 samples and LWT Level 2 with different families 

5.3. Comparison with Related Works 

Comparison with related work is important to highlight the contribution of the proposed HSACM 

model. As mentioned in section 3, authors in [5] conducted the conventional FAC and discussed the effect 

of the block length on the compression ratio and audio quality using a standard dataset. Therefore, in this 

section comparison results are tabulated in Table 3 in terms of MSE, PSNE, and CR. In this comparison, 

the results of the HSACM using L=2 and L=3 are included.  

As seen from the Table 3, comparison between [5] and HSACM using L=2 achieves improving the 

quality from 0.8 to11.6 dB, 1.9 to 10.6 dB and 0.3 to 10.1using using block length from 10 to 50 samples and 

audio files Female, Jazz and Voice, respectively and slightly reducing the CR by 12.5%. 

Moreover, HSACM using Female and block length 10 to 50 samples and L=3, the quality 

improvement is between 0.2 and 7.2 dB. The improvement of Jazz with the same LWT level is 0.1 to 6.2 

and using Voice audio file is between 0.1 to 6. The CR is slightly reduced by 6.2%. 

In summary for this comparison, using HSACM with LWT L=2 provides better improvement of 

quality PSNR than using L=3, however, the reduction of CR is decreased when the LWT level is increased. 

Table 3 Comparison HSACM with related work Ref. [5] 

    Ref [5] HSACM       LWT L=2 HSACM         LWT L=3 

Audio Block 

Length 

MSE PSNR CR MSE PSNR CR MSE PSNR CR 

Female 10 1.8 45.4 81.2 1.6 46.2 68.7 1.7 45.6 75 

20 3.5 42.6 90.6 2.5 44.2 78.1 3.5 42.6 84.4 
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30 14.7 36.4 93.7 2.8 43.7 81.2 6.1 40.3 87.5 

40 31.5 33.1 95.3 4.2 41.9 82.8 9.3 38.4 89.1 

50 29.5 33.4 96.2 2.1 45 83.7 5.6 40.6 90 

Jazz 10 3.1 43.1 81.2 2.1 45 68.7 3 43.2 75 

20 6.3 40 90.6 2.1 45 78.1 4.5 41.6 84.4 

30 6.8 39.7 93.7 1.5 46.4 81.2 3.4 42.8 87.5 

40 17.9 35.5 95.3 2.3 44.6 82.8 4.7 41.4 89.1 

50 13 36.9 96.2 1.2 47.5 83.7 3.2 43.1 90 

Voice 10 2.8 43.5 81.2 2.6 43.8 68.7 2.7 43.6 75 

20 11.2 37.6 90.6 5.2 41 78.1 8.9 38.6 84.4 

30 22 34.6 93.7 4.6 41.5 81.2 11.1 37.7 87.5 

40 39 32.2 95.3 4.5 41.6 82.8 10.4 38 89.1 

50 40 32 96.2 4 42.1 83.7 10.4 38 90 
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Figure 5. Waveform of Kalimba audio file with block Length 50 samples and LWT Level 3 with different families 

6. Conclusion and Future Work 

Fractal coding is an emerging technique used to encoding the audio files with a high compression 

ratio, asymmetric encoding/decoding process and acceptable audio quality. However, the quality is 

degraded with a high compression ratio as the block length should be large. Therefore, this study 
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proposed a compression model based on using conventional FAC to improve the quality of the audio 

files. Conventional fractal coding and lifting wavelet transform with various LWT families and levels are 

adopted in the HSACM model. The results show improvement in the audio quality when block length 50 

samples are used. Moreover, some LWT families produce better PSNR while other are not. Comparison of 

HSACM with related work highlights the outperforming of the PSNR of the proposed model.  

Further research is required to include the details coefficients of the error rather than ignoring them. 

Moreover, adopting variable length for the approximate coefficients that are compensated as a error with 

the compressed audio file instead of fixed length to improve the compression ratio.  
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