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Abstract: The potential in process mining is progressively growing due to the increasing amount of event-data. 

Process mining strategies use event-logs to automatically classify process models, recommend improvements, 

predict processing times, check conformance, and recognize anomalies/deviations and bottlenecks. However, proper 

handling of event-logs while evaluating and using them as input is crucial to any process mining technique.  When 

process mining techniques are applied to flexible systems with a large number of decisions to take at runtime, the 

outcome is often unstructured or semi-structured process models that are hard to comprehend. Existing approaches 

are good at discovering and visualizing structured processes but often struggle with less structured ones. 

Surprisingly, process mining is most useful in domains where flexibility is desired. A good illustration is the 

"patient treatment" process in a hospital, where the ability to deviate from dealing with changing conditions is 

crucial. It is useful to have insights into actual operations. However, there is a significant amount of diversity, which 

contributes to complicated, difficult-to-understand models. Trace clustering is a method for decreasing the 

complexity of process models in this context while also increasing their comprehensibility and accuracy. This paper 

discusses process mining, event-logs, and presenting a clustering approach to pre-process event-logs, i.e., a 

homogeneous subset of the event-log is created. A process model is generated for each subset. These homogeneous 

subsets are then evaluated independently from each other, which significantly improving the quality of mining 

results in flexible environments. The presented approach improves the fitness and precision of a discovered model 

while reducing its complexity, resulting in well-structured and easily understandable process discovery results. 
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1. Introduction 

Information systems nowadays can reliably document the implementation of business processes [1]. 

Such a system includes procure-to-pay and order-to-cash processes, monitored by Enterprise Resource 

Planning (ERP) systems. Process mining [2–4] focuses on turning these event data into actionable and 

valuable information to detect and rectify process efficiency or enforcement problems. Various process 

mining techniques [5–8] exist. Some of the methods include automated process discovery, process variant 

analysis, performance mining, and conformance checking. In process model discovery, the goal is to 

recreate the overall business process structure in a process model. Conformance checking assesses the 

degree to which the reported data aligns with the organisation's normative process model. Process variant 

analysis focuses on the variations of real scenarios, whereas performance mining focuses on evaluating the 

efficiency of processes. 

Process mining is an effective method for evaluating the executions of operational processes based on 

event data. Current process mining techniques perform well on structured processes but exploring and 

visualising less-organised processes may pose problems [9]. Unfortunately, in areas where flexibility is 
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required, process mining is of utmost concern [10]. However, there is a significant amount of diversity in a 

flexible environment, which contributes to complicated, difficult-to-understand models. 

Nonetheless, inherent issues exist about applying process mining within changing situations. Such 

conditions typically require a wide variety of potential behaviour, where the analytical findings are 

similarly unstructured. Numerous studies show that process discovery methods struggle to discover 

precise and interpretable process models from event-logs generated in highly flexible environments [11].  

This paper combines two distinct methods that acknowledge the process mining perspective and 

increase the quality of a discovered model. When dealing with unstructured processes and reducing process 

models' complexity, trace clustering is a great option to improve the quality of a discovered model by 

increasing its fitness, precision and reducing its complexity. The trace clustering method involves a 

systematic divide-and-conquer approach—however, the trace profiling approach is based on specific 

features derived from the corresponding trace.  Each trace is assigned a numeric value by each object, which 

is referred to as a metric. Clustering techniques may use a variety of distance measures [12] to quantify the 

similarity between cases. Several distance metrics can measure the relative-distance between the log's two 

cases using these feature metrics. Finally, clustering algorithms can be used to group cases into homogenous 

subsets, depending on how closely they are related. Fig. 1 depicts the framework to improve the quality of 

the process model used in this article. 

 
Figure 1: Framework to improve the quality of a process model 

2. Process Mining Background Knowledge  

Process mining is a collection of tools for analysing and exploiting data obtained by IT systems that 

support business processes. Process mining's primary objective is to automatically extract information from 

event-logs generated by IT systems [8], [13]. Information systems keep track of events in various formats, 

from plain text files to data embedded in massive database structures.  Machines and users carry out 

processes with the assistance of software systems, on which process mining provides three types of activities 
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after the event-log has been extracted: discovery, conformance testing, and enhancement.  Fig. 2 illustrates 

an overview of the process mining operations.  

 
Figure 2: An overview of the process mining operations [2] 

Numerous discovery algorithms differentiate between several different perspectives, including the 

organisation, the process, or the case [14]. The discovery algorithms are designed to concentrate on the 

process perspective to produce a process model covering the event-log's behaviour. A variety of discovery 

algorithms can be used, which include α–algorithm and its extensions [15], heuristic mining [7], genetic 

mining [16], fuzzy mining [6], inductive mining [17] and region-based mining [3]. The organisational 

perspective is concerned with the relationships between persons and roles due to the handover of work or 

the execution of related activities. Different characterisations are focused on the case perspective of a process 

instance. It analyses the data components, as well as the roles and persons associated with the process. 

However, the values of the associated data items can also be used to classify cases. For example, if a case is 

a replenishment order, knowing the number of products purchased or the supplier might be valuable 

information. 

Conformance checking is the second process mining method, which involves comparing the process 

as reported in an event-logs to a specified process classification, e.g., a process model. As a conformance 

checking method, a variety of techniques have been proposed. In ProM 5, Rozinat et al. [18] introduce a 

conformance checker plugin that uses a log replay technique to determine which degree an event-log 

matches the behaviour defined in a Petri net. Another method introduced by Aalst et al. [19] describes the 

process model's alignments and the event-log to identify deviations. Most of the stated approaches 

emphasise the conformance of event-logs to process models, i.e., the analysis of deviations between actual 

and theoretic processes, by measuring the alignment between their event data and existing processes  

Enrichment or enhancement is the third technique in process mining, and it focuses on improving 

process models using knowledge from event-logs. For instance, performance data such as activity waiting 

times or durations can be extracted and plotted onto process models. The event-log is analysed in a process 

model to derive rules that explain why certain exclusive paths are chosen. 

2.1. Event-Log 

Process mining deals with the records of events extracted from information systems. Events can be 

characterised by several attributes [20]. An event can be set with a timestamp related to an activity 

conducted by a given person with the associated costs/variants. The specific information provided in an 

event-log used for process mining is illustrated in Table. 1. Event-logs are the departure point for process 

mining [21]. The most common assumption about event-logs is that they provide information about every 

distinct process. Some of the basic terminologies for processing mining event-logs are subsequently 

discussed. 

Case: A case is a specific instance of any process, and a process may contain several cases. Table 1 

shows four cases, and each case has a unique identifier referred to as case-id. Case 1 comprises six associated 

events.  
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Activity: Each event in a log refers to an activity. An activity forms one step in the process. Table 1 

shows invite reviewers, get review 2, get review 1, collect reviews, decide and reject as activities on the first 

case. A process is composed of activities and the relationship between activities. The following types of 

relations are the components: 

• Loop- Activity X repeats a certain number of times 

• Concurrency- Activities X and Y happens mainly at the same time  

• Sequence- Activity X follows activity Y 

• Decision point- From Activity X, either activity Y or activity Z can be reached further  

Event id: Every event can have a specific identifier, known as the event id. However, for identification 

or mining purposes, this is not widely used. 

Data Attribute: Log files contain a single data attribute or even more to provide additional event 

information. Table. 1 presents the variant as an attribute for the results. Log files can have several other 

attributes associated with the data. 

Resources: Every event in Table. 1 is linked to a resource. However, not all log files contain details 

about the resources.  

Traces: Events records are associated with a specific trace. An event-log is a sequence of traces, and the 

events are organised sequentially within each trace. Each log event is unique and can be connected to a 

single trace. 

Timestamp: A series of characters or encoded information indicates the date and time of day that a 

specific activity occurs, which can be precise to a fraction of seconds. Besides, Table. 1 displays a column 

with a human-readable timestamp. Depending on server configurations where log files are stored, the 

timestamp could be in different formats. 

According to the Disco User Guide1, event-logs should include at least the following four essentials to 

apply process mining tools. 

i. Timestamp  

ii. Case Id 

iii. Activity 

iv. Resource 

Table 1: An example of an event-log file 

Case Id Event Id Activity Resource Variant Timestamp 

1 654321 invite reviewers Anne 11 01/01/2020 07:00 

1 654322 get review 2 Mary 11 05/01/2020 08:00 

1 654323 get review 1 John 11 14/01/2020 18:00 

1 654324 collect reviews Mike 11 15/01/2020 10:00 

1 654325 decide Wil 11 18/01/2020 06:00 

1 654326 reject Anne 11 28/01/2020 16:00 

2 654327 invite reviewers Anne 6 14/02/2020 02:00 

2 654328 get review 1 John 6 18/02/2020 03:00 

2 654329 collect reviews Mike 6 19/02/2020 05:00 

2 654330 invite additional reviewer Mike 6 19/02/2020 09:00 

2 654331 get review X Carol 6 03/03/2020 16:00 

2 654332 decide Wil 6 08/03/2020 05:00 

2 654333 accept Anne 6 09/03/2020 01:00 

3 654334 invite reviewers Anne 15 25/03/2020 15:00 

3 654335 get review 2 Mary 15 02/04/2020 06:00 

3 654336 collect reviews Mike 15 03/04/2020 02:00 

3 654337 invite additional reviewer Mike 15 07/04/2020 05:00 

3 654338 get review X Joe 15 10/04/2020 18:00 

3 654339 decide Wil 15 11/04/2020 11:00 

3 654340 accept Anne 15 11/04/2020 17:00 

4 654341 invite reviewers Anne 21 15/04/2020 20:00 

4 654342 get review 1 John 21 19/04/2020 03:00 

… … … … … … 

                                                             
1 “Disco User´s Guide.” https://fluxicon.com/disco/, https://fluxicon.com/book/read/reference/#disco-user-guide. 
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3. Problem Formulation 

Data is being recorded at a growing pace due to the increased use of information systems [22]. A lot of 

this data is unstructured and difficult to understand. Process mining is a field that aims to extract knowledge 

about an organisation's processes, mainly from documented events and turn them into meaningful process 

models. The common issues found in the resulting discovered process models are a disproportionate 

amount of task nodes and the formation of a large number of connections leading to the traditional 

"spaghetti models" [10], [23]. The diversity of an event-log is one significant cause of unstructured mining 

performance [24], i.e., individual cases are significantly different from each other. In these instances, it is 

reasonable to assume that one event-log contains multiple implicit process variants, each of which is 

substantially more structured than the overall process.  

The problem of analysing large-scale event-logs can be confronted using the data mining "clustering" 

technique on event data for pre-processing, which improves process discovery in process mining [25]. Pre-

processing is the process of converting data sources' information about content, use, and structure into the 

data-abstractions required for pattern discovery. This pre-processing stage makes it easier to translate event 

data into a format that can be used for process mining. However, using the data without any pre-processing 

will create an immature model that cannot handle most cases. Without pre-processing, the outcomes are 

often unstructured or semi-structured process models that are hard to comprehend. A typical spaghetti 

process discovered using conventional process mining techniques is shown in Fig. 3. 

 
Figure 3: Spaghetti process describing the complexity of a process-model 

In the spaghetti model, there is no problem with the map itself; it is a process if you look at every little 

detail, every minor exception, all in one picture, but the problem with that it is not particularly useful. It 

cannot derive any valuable analysis insights from such a detailed process map. 

4. Trace Clustering 

Clustering is an unsupervised data mining technique [26–28] focusing on grouping together 

homogenous objects. The purpose of clustering is to extract groups/clusters and comparable data objects 

[29], [37]. In contrast, the objects belonging to two different clusters are dissimilar, as illustrated in Fig. 4. In 

process mining, the objects are the process instances, i.e., cases in an event-log. To enable cluster creation, it 

is essential to define a notion of dissimilarity between process instances. Fig. 4. (f) depicts a mixture of traces 

(distinguished by colour). The objective of trace clustering is to partition the traces into clusters such that 

traces within a cluster are similar to each other and traces that belong to different clusters are dissimilar, 

i.e., “grouping traces of the same colour” as illustrated in Fig. 4. (a-e). 
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The trace clustering technique deals with the heterogeneity in the event-log [30]. Process Mining 

methods have difficulties dealing with variability caused by heterogeneity, i.e., different usage scenarios 

are merged into a single spaghetti-like process [31]. Multiple comprehensible models capturing different 

behaviour classes are preferred over a single spaghetti-like model in such scenarios. A typical method to 

achieve this is to pre-process an event-log to segregate/cluster homogenous sets of cases and analysing each 

set of homogenous cases separately. The importance of trace clustering in process mining is illustrated in 

Fig. 5. A process model derived from a complete event-log is shown on the left-side of the Figure. 

Understanding this model is very difficult because it is pretty complex to comprehend. The process models 

mined from the clustered traces are shown on the Figure's right-side. Trace clustering allows the 

comprehension of process-models by reducing the "spaghettiness." Clustering enables an easier grasp of 

process models discovered by reducing "spaghettiness" [32]. Such segregation also assumes significance 

when dealing with vast volumes of data [27], based on the technique "divide and conquer" [33], [34]. 

 
Figure 4: The objective of trace clustering: An event-log containing a heterogeneous mix of traces. Traces represented 

by the same colour are similar to each other, and traces of different colour are dissimilar 

Furthermore, event-logs may contain anomalous, outlier, or noisy traces. The presence of such 

impurity in logs can also impact the goodness of the mined results. However, the primary constraint of 

trace clustering on data is that it cannot be used for process mining independently. The data utilised in 

process mining is not in a format that can be directly used for trace clustering. It required the use of 

additional techniques in order to group data into clusters. Moreover, trace clustering and profiling give 

astonishing outcomes on large datasets. 

Most of the arguments on 'improved results' through trace clustering are subjective. Three factors 

influence the partitioning of an event-log into clusters of homogenous cases: 

• Features used to characterize a case 

• Distance or similarity metrics used 

• Choice of clustering algorithm 

In the literature, several methods to trace clustering have been suggested. Several techniques apply a 

form of translation to the learning problem to use current distance-based clustering algorithms. A distance 

metric between each pair of traces can be calculated by converting an event-log to a vector-space model. On 

the other hand, the distance between two traces is reflected using techniques that do not convert the distance 

into an attribute value context. Moreover, model-based clustering methods have also been shown to be 

applicable to trace clustering. 
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Figure 5: Illustration of the spaghetti model and essential method of trace clustering in process mining 

The research in [30] introduces a trace clustering method built on the "MCL" Markov cluster algorithm 

to discover process deviations and process variants. A stochastic matrix in this methodology represents the 

transition probability among trace activities. It may independently find an (unspecified) number of clusters 

of different densities and sizes. 

Greco et al. [35] were pioneers in studying process mining for clustering log traces. They proposed the 

concept of disjunctive workflow schemas "DWS" for divisive trace clustering. They also construct vector 

space trace clusters over the activities and their transitions to discover descriptive process models on the 

initial attempt. As the feature vector, Song et al. [10] elaborated on creating so-called trace profiles 

composed of various trace-perspectives, i.e., to measure the similarity between the traces, a similarity matrix 

was created.  This paper uses the same approach prosed in [10] to create a profiling vector as an input for 

the clustering algorithm. However, the main idea is to focus on the fitness, precision, and simplicity of a 

model generated by clustered data using Incremental Trace Clustering. 

The assumption behind incremental clustering is that patterns can be considered one at a time and 

allocated to clusters that already exist. A new data object is allocated to a cluster without significantly 

affecting the current clusters. Below is a high-level explanation of a standard incremental clustering 

algorithm. 

a. Create a cluster for the first data point. 

b. Consider the following data point. Either place this point in an existing cluster or create a new 

one with it. This task is accomplished based on a set of criteria, such as the distance between 

the new data point and cluster centroids that already exist. 

c. Proceed with step b until all of the data items have been clustered. 

The incremental clustering algorithm's main benefit is that the entire pattern matrix does not need to 

be stored in memory. Typically, it is non-iterative, and as a result, its time requirements are minimal and 

have minimal space requirements.  

5. Trace Profiling (TP) 

Evaluation of the similarity of clustered points is crucial for the clustering application [10]. Cases are 

the instances of processes that left a trace in the log, and points are associated with them. A case is 

characterised by a well-defined compilation of items in the trace profiling approach, i.e., specific 

characteristics obtained from the related trace. Each trace is assigned a numeric value by every item referred 

to as a metric. As a result, we can consider a profile with n items to be a function that assigns a vector (𝑥1,

𝑥2, 𝑥3, … … … , 𝑥𝑛) to a trace. Profiling a log is identified as measuring a collection of traces using several 

profiles to produce an aggregate vector, which contains the values for each measured item in a 

predetermined order.  
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Several distance metrics can calculate the relative-distance between the log's two cases using these 

feature metrics. Finally, clustering algorithms can be used to group cases into homogenous subsets, 

depending on how closely they are related. These homogenous subsets can then be analysed independently 

of one another, significantly improving the quality of mining results in flexible environments. 

Table. 2 demonstrates the outcome of expanding activity profiles on the example log from Table. 1. The 

activity profile contains one item for each form of activity, e.g., event-name, in the log. Counting an activity 

object is as simple as counting all of the events in a trace with the same activity's name. Each row of the 

table represents the profile vector of one trace in the log. 

Table 2: Activity profiles from Table. 1 example logs 

Case Id 

Activity Profiles 

invite 
reviewers 

get 
review 

1 

get 
review 

2 

collect 
reviews 

decide 
invite 

additional 
reviewer 

get 
review 

X 
accept reject 

1 1 1 1 1 1 0 0 0 1 

2 1 1 0 1 1 1 1 1 0 

3 1 0 1 1 1 1 1 1 0 

4 1 1 0 1 1 1 2 0 1 

… … … … … … … … … … 

Table. 2 shows a profile that captures the details typically found in event-logs. It is simple to expand 

this approach with custom profiles when extra knowledge is available in an application area, e.g., 

"performance profile, assets profile, transition profile, and originator profile." However, designing different 

profiles can increase the quality of trace clustering. 

6. Experiment 

As shown in Table. 1, the illustration processes are the procedure of reviewing articles for publication. 

The procedure begins with the process of invite reviewers by an editor. The author submitted the article to 

the journal and requested publication. A preliminary process starts by inviting reviewers to conduct a 

review process when the request has been received. After inviting the reviewers, the editor starts getting 

review responses. Then, the process to collect reviews begins, and based on that, a decision has been made 

to start the acceptance or rejection process directly. If the decision is not clear to the editor, then the inviting 

additional reviewer's process begins, and a cycle of decision making started until an acceptance or rejection 

decision has been made, and the case is ended. 

Table. 1 schematically displays event-logs that follow the processes identified earlier. Every row is a 

series of events and corresponds to a single case. The term "case" refers to a specific row in the event log, 

while "trace" refers to a sequence of events within that case. As shown in row 1, events are classified by 

case-identifier (1), activity-identifier (invite reviewers), and originator (Anne). The α-algorithm will 

automatically discover the Petri net model shown in Fig. 6 based on that log. 

To determine the accuracy of the discovered model, a conformance checking can be performed  [10], 

[18], [36]. Fitness and precision are two consistency metrics used in process mining to evaluate process 

models' behavioural quality. The term fitness refers to how much of the observed behaviour can be 

enlightened by the model that was discovered, i.e., "Does the observed process comply with the process 

model's control flow?". According to the model, an average fitness value for the log ranges from 0 to 1, 

indicating how well the model can accurately capture the behaviour shown in the traces—the percentage 

of traces in the log that fit the model perfectly. Even if a model has the potential to "replay" traces in logs, it 

can still be ineffective due to its complexity or the amount of behaviour it requires, i.e., behaviour that is 

not confirmed by log interpretations. Precision is a comparison of the behaviour activated in the model and 

the behaviour active in the log at a given condition. The amount of behaviour distinct by the discovered 

model presented in the event-log is measured by precision, i.e., if a model does not allow for "too much" 

behaviour, it is said to be precise. A metric for behavioural appropriateness is discussed in [5], i.e., Does the 

model accurately reflect the process observed?  

Conformance checking plug-in “Replay a log on petri net for conformance analysis” and “Measure 

Precision/Generalization” plug-in in ProM 6.9 is used to measure the fitness and precision of a derived 

model. Fig. 6 shows the model with a fitness level of 0.73 and a precision of 0.86, i.e., the outcome is not 

satisfactory because of insufficient patterns. However, a more sophisticated process-mining algorithm 
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could create a better model. Many of the existing modern techniques generate perfect fit models. The 

experiment aims that by clustering cases can obtain an optimal and more accurate model while still using 

the α-algorithm. 

More accurate models can be extracted from it by splitting the event-logs into multiple subgroups and 

discover multiple process models. Clustering techniques may use a variety of distance-measures to quantify 

the similarity among two cases. The distance measures help in the calculation of inter-pattern similarity and 

can influence clustering outcomes. Euclidean distance is used in this experiment to measure the similarity 

between cases. 

Euclidean distance (𝑒𝑎 , 𝑒𝑏): = √∑ |𝑐𝑎𝑥  −  𝑐𝑏𝑥  |2 𝑛
𝑥=1  

 
Figure 6: Process Model with the complete event-log 

The profile is an n-dimensional vector, with n representing the number of items derived from the 

process event-log. Thus, the vector (𝑐𝑎1, 𝑐𝑎2, 𝑐𝑎3, … … , 𝑐𝑎𝑛) corresponds to the case 𝑒𝑎, where each 𝑐𝑎𝑏 

represents the number of times item b has appeared in case a. 

Incremental Trace Clustering [29] is the algorithm used in this study to cluster data objects, which 

means that we can look through patterns one by one and allocate them to existing clusters. Incremental 

trace clustering focuses to create groups of event-log traces based on the resemblance of process instances. 

The centroid does not need to be recalculated because it assigns all new data to a cluster without influencing 

the existing clusters. To determine when a new cluster is formed, the basic concept is to compare the 

similarity of various processes in each trace. A threshold value specifies whether the trace can add to an 

existing cluster or build a new cluster. When a new trace is added to an existing cluster, the centroid does 

not recalculate. Fig. 7 illustrates the working of Incremental Trace Clustering on the activity profile vector. 

 
Figure 7: Illustration of Incremental Trace Clustering on Trace Profile Vector 

Subsequently, by applying this approach to the example log presented in table. 1, three groups have 

been classified, i.e., depending on the tasks. The first group a is where all primary reviewers respond to the 

editor's request, i.e., cases where the task of "invite addition reviewer" is missed, along with the task of "get 

review X." The second group b refers to cases where no primary reviewer responded to the editor. These 

cases are not concerned with reviewer 1 & 2. The third subgroup c relates to cases where an editor required 

an additional reviewer to decide—fig. 8 displays process models built up again from each group using the 

same α-algorithm. The three models' precision and fitness are 1.000, which indicates that trace clustering 
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can help classify process variants that match homogeneous sub-sets of cases. Also, the generated models 

are of much higher quality and easy to understand. This demonstrates that trace clustering allows the 

separation of different processes from a process-log by splitting them into subsets with similar properties. 

 
Figure 8: Derived Process Model from three groups 

7. Conclusion and Future Directions 

Process mining techniques may provide accurate, valuable insights into how real-life processes are 

being conducted. Process mining is crucial for understanding flexible environments in which participants, 

including top management, are often unaware of the process's structure. However, in such a flexible 

environment, process mining algorithms continue to produce unstructured and complex process-models 

that are difficult to understand and often provide unusable information. Diversity is one explanation for 

these issues, i.e., processes which can produce a collection of very different organised cases. Pre-processing 

of event-logs is used to alleviate the problem. Trace Clustering is one of the best solutions to that problem, 

which helps generate more precise and more accurate process models.  

This paper highlighted some significant challenges in process discovery and presented a generic 

approach that divides the event-log into smaller, more homogeneous subsets of traces to solve diversity-

related problems efficiently. The activity profiling concept is used with Incremental Trace Clustering to 

provide a suitable solution for characterising, comparing, and grouping homogenous objects of traces. It 

showed that process mining results could be improved by analysing these subsets independently, 

compared to analysing the whole event-log. This approach significantly increases the effectiveness of mined 

results, i.e., by improving the quality of a discovered model with an “increase in fitness and precision and 

reduce its complexity”. 

Relevant process information is retained as much as possible in this way, resulting in more precise 

subsets. Moreover, to cluster these traces, we combine two distinct methods that agree with the process 

mining perspectives. Trace clustering can improve any process mining algorithm results since it operates at 

the event-log level. Many interesting issues, such as introducing domain-specific profiles, different 

clustering algorithms, or more refined distance/similarity steps, remain open for future study. 
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