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Abstract: In the subject of computer networking students must understand the concepts and be confident in configuring and securing a range of network devices and systems. Challenges are faced in assessing practical networking and security exercises in a laboratory environment utilising multivariate devices and operating systems that involve real or simulated systems operating in real or virtualized environments. The working environment for a practical exercise must be pre-configured and once an exercise has been completed the results extracted to enable formative or summative assessment of the outcomes. Using manual methods this process can be time consuming and it would therefore be beneficial to implement some form of automation. To facilitate this a new application has been developed that automates the configuration management and assessment processes within a computer networking laboratory. The new application has been successfully used to assess the extent to which students have been able to configure secure networks using case-study based exercises. The development challenges of the application and rationale for the implementation of the prototype application are discussed. A test methodology is presented in which the application is used to assess the outcomes of a computer networking exercise, comparing the results obtained from the application with those of a proprietary simulator. This demonstrates that the prototype application is able to successfully and accurately automate the assessment of the practice of networking and security in the context of defined parameters. Further work is suggested to improve the assessment mechanism employed by the application, seek enhancements and to conduct additional tests.
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1. Introduction

Computer Network engineers must be skilled in configuring and managing networks, but they must also be competent in ensuring that they are secure. A common strategy for network security involves a Defence in Depth approach, in which a number of technologies work together to secure various parts of a network from access to edge [1], or rather Defence in Breadth [2], where
overlapping technologies can be better used to protect networks. Computer network engineering graduates may be involved in managing and securing systems incorporating multivariate technologies. Feisel and Rosa [3] highlight the importance of practical discipline in engineering and emphasise that students should use an instructional laboratory to learn things that practicing engineers need to know. Employers need to be confident that graduates possess the skills that are useful to them [4]. This means that practice is just as important as theory in meeting the expectations of their profession. In the example of computer networking and security students should be able to apply networking principles to practice. In security terms they should not only understand attack vectors, but also the principles and practice in terms of defence.

Laboratories play a key role in building the necessary technical and practice-based skills. In the case of computer networking the management of shared laboratory resources and the assessment of the practical outcomes of laboratory work can be challenging. These challenges were discussed in previous work [5]. It is also important to understand that teaching, learning and assessment should encourage students to design solutions to problems for themselves rather than merely following or repeating instructions [6].

The outcomes of a network security exercise should allow the assessor to judge the extent to which the student has applied security techniques to a computer network. Students could practice techniques and then report on the outcomes of their work, but it may be desirable to measure the outcomes of this work directly. This is the approach advocated by Cisco in particular, utilising practiced based skills tests in which students are expected to implement networking principles and security using simulators or real networking equipment. The main focus of these exercises are routers, switches or security appliances. The Cisco Certified Network Associate (CCNA) Security course covers many of the fundamental network security systems essential for a modern business [7], [8]. For example access to the network could be protected by a zone based firewall. Communication between offices would need to be encrypted by a Virtual Private Network (VPN) tunnel. It would be wise to incorporate an Intrusion Detection (IDS) or Intrusion Prevention System (IPS) in the network. Some form of secure authentication of users and routing protocols could be implemented, along with authorization, accounting and logging functions that record activity on the network. There would need to be additional layer 2 security on switches. Dedicated security appliances could better support the Defence in Depth approach. However students should initially understand the principles of networking. This requires competency in IP addressing, configuration of network devices, including routing and switching protocols, hosts, including services, and so on. Employers expect students to possess knowledge of these concepts and expect them to be able to apply them in a professional context. Case studies are more likely to form the basis of a focused application based approach [4].

At the author’s institution some educational modules are based on the contents of the Cisco CCNA range of courses. Case studies involving typical business scenarios are often used as the basis for teaching the modules through a series of laboratory-based sessions in which students implement networking and security strategies based on given requirements. To align with the Cisco assessment strategy Time Constrained Assignments (TCA) are often used that involve similar case studies in which students apply these techniques. Whilst simulators are available it is also useful for students to be able to configure real networking devices. In the laboratory real computers running Linux or Windows virtual machines can be connected to these devices and it is then possible to configure them using graphical interfaces and not just a command line interface. Cisco’s Packet Tracer network
simulator has sophisticated assessment automation features in the form of the Assessment Wizard in which the assessor can select items to include in an assessment rubric [9]. However it cannot assess the configuration of real equipment, the output of other simulators, such as Graphical Network Simulator 3 (GNS3) [10], multi-vendor systems or operating systems based on real or virtual machines. Nevertheless it could be used as a suitable tool for comparison purposes to test the validity of results from a prototype assessment application. It would be useful to assess whether students have successfully configured networking and security features on a range of network devices and computers attached to them. Another challenge when setting practical exercises involves the need for configuration management in which pre-configuration of some devices is required. For example in a practical exercise students might assume that items like the IP address of interfaces and routing protocols are already configured at the start of the exercise if these attributes have already been covered in pre-requisite modules. The laboratory environment, including configurations and other files should be uploaded to the laboratory network at the start of an exercise. Prior to a practical exercise the tutor will work out solutions in the form of configurations that should be applied to the devices. When marking the practical exercise without the benefit of automation they might compare the output of each student, in the form of completed configurations, against this known solution. To assess the work of a group of students in this way may take many hours, ignoring the extra overhead of pre and post configuration duties. In previous work an application was proposed that would automate the configuration and assessment of practical exercises in the laboratory so that it follows the current manual practices in order to save some of the time involved in assessment [5].

2. Design and Implementation

The requirements of the new application were identified from the characteristics of current laboratory assessment practices and processes. The new application must be capable of assessing practical exercises in the laboratory and be capable of working with real or simulated multi-vendor network devices, and Windows or Linux operating systems based on real or virtual machines. It would need to compare a working solution to a given exercise against the outcomes of student work and it would be useful to provide feedback on progress to students. There would need to be some mechanism for configuring the laboratory environment in preparation for a practical exercise and then extracting completed configuration files from the laboratory once the exercise has been completed. It would also be useful to monitor the exercise whilst in progress.

The configuration management aspects of the requirements could be met by a third party application such as Red Hat Ansible [11] or other similar systems like Chef or Puppet [12]. Nevertheless, an application had been developed from previous work that provided configuration management mechanisms suitable for the laboratory network [13]. This used PowerShell scripts to communicate with and configure the Windows laboratory computers, whereas a new application would need to communicate with multi-vendor network devices and operating systems. A new application could adapt some of the principles of the previous system and use Secure Shell (SSH), which can provide a secure connection to any network device or computer operating system. Scripts could then be executed in the native device language once a communication channel has been established. This would also avoid the need to translate configuration information into YAML Ain’t Markup Language (YAML) syntax used by systems such as Ansible [14]. The existing application was developed in Visual Studio using the C# language since it allows rapid application development.
An assessment application has also been developed using Visual C# into an Open Source GitHub project called Ultramarker that enables an assessor to define various types of assessment consisting of criteria and grading schemas [15]. It can automatically generate a report for students that provides detailed feedback on assessed work, including suggestions for improvement. Since the production of manually written feedback can be time-consuming it has been found that this application is able to provide essential feedback in a timely manner. The assessment application is able to calculate a grade from weighted criteria. Some of the principles of marking and automated feedback generation can be incorporated in the new application, which could re-use code from the earlier applications if it were developed in Visual C#.

A mechanism was required for comparing the template solution to the output of student work. Network device configurations can be saved as text files, for example “startup_config” files in the case of Cisco devices. Server systems either save or can output configuration information in text form, for example Domain Name System (DNS) servers store their configuration information in text-based zone files. The Linux operating system stores most of its configuration information in text-based “conf” files. Prior to the start of a practical exercise, following any pre-configuration work, the configuration files from each laboratory station, consisting of their component network devices and computers, can be extracted. This information would form an initial baseline configuration. In order to produce a baseline representing the solutions the assessor would need to complete the exercise themselves by entering the correct solution into all devices and computers in the exercise. The new application would need to conduct a comparison between the initial and the solution baselines. If the system is working perfectly and the assessor has entered all of the required solutions correctly the application should indicate a rating of 100%. Then students would be tasked to work on the exercise and once completed the configuration information could be extracted from each station and assessed using the same mechanism.

The configuration files that are extracted from the devices or systems must be assessed, as suggested against a solution baseline in the form of a template consisting of one or more configuration files. It is therefore necessary to investigate a mechanism to achieve this. Software testing can use automation to test software systems and web sites by means of scripts using templates [16]. This technique might also be useful for testing the output of student work against a template, although without careful design the template may not allow sufficient flexibility in accounting for variations in possible solutions. If a large dataset, perhaps based on the outcomes of the marking of a large cohort of students undertaking the same exercise, were available then a more sophisticated system might use the principles of machine learning to facilitate the marking process. In this case a solution template could be refined by the process of supervised machine learning. This method is used widely in various fields, including education [17]. However this would depend on the output from a large number of students for a particular exercise across a wide range of outcomes [18]. The sample size available for the prototype on the other hand is relatively small, though this mechanism may be viable once a large dataset has been established. An alternative mechanism might involve an expert system. The successful deployment of a system or service might depend on a number of dependent commands or entries in a configuration file that can be pre-defined in an expert system [19]. In a medical expert system a certain diagnosis can be deduced based on a wide collection of data. In this case the diagnosis might be that a computer network is correctly or securely configured to a particular
standard. An expert system might take some time to setup. A large knowledge base is required that would need to cover a wide range of systems and services or multi-vendor network devices.

Whilst more sophisticated methods are possible a more straightforward solution presented itself for the prototype application. As we have seen a solution can be configured based on the requirements of a practical exercise and this can be used as a solution template. It should then be possible to compare the student output from this exercise against this template. The template may contain patterns that one might expect to see in device or system configuration files relating to a particular task. If we expect students to configure a firewall on a router, for example, we would expect to see certain command patterns in the router configuration file. However there may be variations in the information entered between different systems and these are variables that may differ between students. For example each system may have different IP addresses or firewall zone names chosen by students may vary. The names of variables could be specifically stated in the instructions for a practical exercise, but students may use a different one or simply misspell the name. One could argue that students should use the exact name specified, but if the system still works then they have still configured the system correctly. If we consider a firewall example, unless there is some flexibility in the application we would need to specify specific names for firewall zones in a practical exercise, but in enforcing the names we are suggesting part of the solution to the student in order to account for potential deficiencies in the application. If the application is more flexible we can simply ask students to “Configure a firewall on Router1”. We would then expect the student to configure a firewall with zone names of their own choosing, which might improve their analytical skills. To improve flexibility the application could accept wildcards for variables like zone names. In the prototype this system might be satisfactory, though it might be difficult to see whether the student has applied the zone to the right interface. Wildcard values chosen in the new application prototype were three asterisks.

3. Test Methodology

3.1. Framework for Testing

One of the primary aims of the application is to assess the outcomes of practical exercises in a laboratory by establishing the extent to which laboratory objectives have been achieved. The prototype was given a working title of Network Assessor. A generic test mechanism was developed that was used to conduct tests. The methodology to facilitate testing of networking and security exercises was developed as follows:

i. Construct topology and apply basic configuration,
ii. Record baseline template from topology,
iii. Apply networking and security solutions to the topology,
iv. Record solution template,
v. 1st iteration: remove items from solution template that appear in baseline template.
vi. 2nd iteration: replace variables with wildcards,
vii. Test final template against solution template,
viii. Live iteration: test final template against 3rd party solutions

Once an initial configuration is complete (eg. if the IP addresses of devices are to be pre-configured) initial baseline templates are extracted from the devices in the topology. Solutions to the exercise are then applied to the relevant devices in the topology and once completed the solution baseline template extracted. This is compared with the initial template and any lines that appear in
the initial baseline either removed or commented out. It is important to ensure that only commands that are part of the exercise are included in the template files and uncommented. The modified solution template is then saved as the first iteration. Any variable names are then substituted for a wildcard in the form of three asterisks (“***”) or removed from the end of a line so that students do not need to use exactly the same variable names as in the solution template. This is then saved as a second iteration of the solution template similar to figure 1. At this stage the new application is used to test the latest iteration of the solution template against the original solution and here one would expect an assessment rating of 100%. In the next step a third party should complete the exercise using different variable names to the original and the output of their work assessed by the application. If the user completed the exercise entirely correctly the result should still be 100%. The application records (by comparison with the final template) the number of correct lines in the solution files being assessed from a total number of lines, ignoring comments and blank lines. The application allows some lines to be weighted differently to account for variations in importance of some portions of the exercise. This is then converted to a percentage value, which will indicate the extent to which the network is correctly configured within the expectations of the exercise.

```plaintext
security passwords min-length 5
login block-for 60 attempts 2 within 30
enable secret

aaa new-model

aaa authentication login *** local
aaa authentication login default group radius local none
username admin12345 secret

#license boot module c2900 technology-package securityk9
crypto isakmp policy
 sncr aea 256
    authentication pre-share
    # group 5
    crypto isakmp key *** address 10.20.20.1
    crypto ipsec transform-set *** esp-sha-hmac
    crypto map *** ipsec-isakmp
    set peer 10.20.20.1
    set transform-set
    match address
    ip ssh version 2
    ip domain-name security.com
```

Figure 1. Sample of Solution Template

3.2. Comparative Test

Initial tests, as previously reported [20], were performed on a network security exercise involving a small number of students. This exercise was run in the Cisco Packet Tracer simulator rather than real equipment since it was easy to reliably configure the necessary environment. Since Cisco Packet Tracer has its own built assessment mechanism it is possible to compare the results generated by this with those from the new application. Due to the small sample size available in the initial network security exercise another one was chosen for this purpose, in which 25 students from a first year undergraduate computer networking module participated. The outcomes of the TCA were first measured using the inherent facilities of the Packet Tracer simulator. The exercise was then
assessed using the new application and the results compared. A typical network topology suitable for testing is shown in figure 2.

![Typical network topology](image_url)

**Figure 2. Typical network topology**

4. Results

4.1. Background

The time constrained exercise required students to apply network and security configurations to each device in the Packet Tracer simulation topology. A solution was implemented and the saved configuration files from each network device extracted to produce the solution template files for the exercise. The remote script feature of the new application was used to run configuration management tasks. It was able to copy the necessary exercise environment from a server to the laboratory computers on which the simulation exercise would be run. Access permissions for the folder containing the exercise were disabled until the start of the TCA. During the exercise student folders were remotely monitored by a script to ensure that they had exported the device configurations into the correct folder. At the end of the exercise the application successfully extracted the configurations from each computer. Student work was manually checked as well as using the automated assessment features in the application.

The assessment console is shown in figure 3. Packet Tracer also provided assessment results that could be used for comparison purposes. Instructions in the exercise were quite specific, which enabled a realistic comparison to be conducted.

In the time constrained assignment exercise students were expected to configure tasks such as the IP addresses of router interfaces, routing protocols and the application of basic security.

4.2. Comparative Results

The results for each student from both Packet Tracer and the new application were recorded in a spreadsheet for comparison, with the results shown in table 1. Some corrections had to be made to the table after the exercise had been completed. It was noticed that at least 10 of the results from Packet Tracer showed exceptionally low marks in comparison to those from the new application. Column 2 in table 1 shows the original Packet Tracer scores for each student. When the Packet Tracer topology of each of these students was inspected it was found that those students had renamed either their routers or switches, or both, and in one case the servers too. The default device names given by Packet Tracer to routers is “Router0” and so on. Whilst students were expected to change the device
host names, for example to “R1”, if they didn’t also change the names in the topology to ones that Packet Tracer recognized it wasn’t able to allocate marks to those devices. The problem was identified as being due to a conflict between the instructions given to students in the TCA and the initial network topology diagram. The solution involved manually changing the names to something that Packet Tracer recognized and recording the corrected mark as shown in column 3 of table 1.

Since this experiment effectively piggy-backed on an existing exercise it wasn’t designed with testing the new application in mind. Whilst it was important to configure the assessment mechanisms of each system (Packet Tracer and the new application) so that they assessed the same things it should be borne in mind that the mechanisms used by each are subtly different. In order for the new application to be able to assess the running configurations of network devices students had to export them to a file. The exercise also required students to undertake a few tasks on simulated servers, however there is no mechanism in Packet Tracer to export the server configurations to a file. Therefore, whilst Packet Tracer assessed the server configurations, the new application could not since the server configurations were not available to it. As it was not possible to remove the server tasks from the assessment prior to the TCA it was necessary to apply an adjustment to the results from Packet Tracer to remove marks allocated to the server tasks in order to ensure like for like comparison. In Packet Tracer 200 marks were available for the whole exercise, with server tasks contributing 15 marks (7.5% of the total marks available). For each student the number of marks that they had achieved in configuring the servers were recorded from Packet Tracer (see table 1 column 4) and then removed using a formula implemented in the spreadsheet:

$$\text{pt score} \% = \left( \frac{p - 2 - \left( \frac{s - 15}{185} \right)}{185} \right) \times 100$$

(1)
where \( p \) is the Packet Tracer overall percentage score for a student (multiplied by 2 as the marks are from 200), \( s \) is their score for server configuration from 15 and the modified marks are from 185 once the server scores have been removed. This means that if a student scored 100% for the whole exercise once an adjustment is made their score would still be 100%. The final adjusted Packet Tracer results are given in table 1 column 5. The average difference from applying the adjustment was 1.4%, but in one case the score increased by 3.5% and in another case it decreased by 3.8% depending how much work they had done on the servers.

### Table 1. Comparative Results

<table>
<thead>
<tr>
<th>Student Number</th>
<th>Packet Tracer score %</th>
<th>PT corrected score %</th>
<th>Server score /15</th>
<th>PT score - server adjusted</th>
<th>Network Assessor score %</th>
<th>NA corrected score %</th>
<th>NA correction difference between PT &amp; NA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.5</td>
<td>3.5</td>
<td>4</td>
<td>1.6</td>
<td>22</td>
<td>17.9</td>
<td>4.1</td>
</tr>
<tr>
<td>2</td>
<td>1.5</td>
<td>1.5</td>
<td>0</td>
<td>1.6</td>
<td>8.8</td>
<td>4.1</td>
<td>4.7</td>
</tr>
<tr>
<td>3</td>
<td>4.5</td>
<td>7.5</td>
<td>1</td>
<td>7.6</td>
<td>31.3</td>
<td>27.7</td>
<td>3.6</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>30.5</td>
<td>9</td>
<td>28.1</td>
<td>40.7</td>
<td>37.6</td>
<td>3.1</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>33.3</td>
<td>12</td>
<td>29.5</td>
<td>45.6</td>
<td>42.8</td>
<td>2.8</td>
</tr>
<tr>
<td>6</td>
<td>34</td>
<td>34</td>
<td>12</td>
<td>30.3</td>
<td>44</td>
<td>41.1</td>
<td>2.9</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>38.5</td>
<td>11</td>
<td>35.7</td>
<td>47.8</td>
<td>45.1</td>
<td>2.7</td>
</tr>
<tr>
<td>8</td>
<td>41</td>
<td>41</td>
<td>9</td>
<td>39.5</td>
<td>53.3</td>
<td>50.9</td>
<td>2.4</td>
</tr>
<tr>
<td>9</td>
<td>39</td>
<td>39</td>
<td>0</td>
<td>42.2</td>
<td>53.8</td>
<td>51.4</td>
<td>2.4</td>
</tr>
<tr>
<td>10</td>
<td>16.5</td>
<td>49</td>
<td>11</td>
<td>47.0</td>
<td>58.8</td>
<td>56.7</td>
<td>2.1</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>49.5</td>
<td>1</td>
<td>53.0</td>
<td>58.2</td>
<td>56.0</td>
<td>2.2</td>
</tr>
<tr>
<td>12</td>
<td>59</td>
<td>59</td>
<td>15</td>
<td>55.7</td>
<td>56</td>
<td>53.7</td>
<td>2.3</td>
</tr>
<tr>
<td>13</td>
<td>58</td>
<td>58</td>
<td>12</td>
<td>56.2</td>
<td>62.1</td>
<td>60.1</td>
<td>2.0</td>
</tr>
<tr>
<td>14</td>
<td>61</td>
<td>61</td>
<td>14</td>
<td>58.4</td>
<td>70.9</td>
<td>69.4</td>
<td>1.5</td>
</tr>
<tr>
<td>15</td>
<td>17.5</td>
<td>60.5</td>
<td>11</td>
<td>59.5</td>
<td>70.9</td>
<td>69.4</td>
<td>1.5</td>
</tr>
<tr>
<td>16</td>
<td>43</td>
<td>63</td>
<td>13</td>
<td>61.1</td>
<td>63.2</td>
<td>61.3</td>
<td>1.9</td>
</tr>
<tr>
<td>17</td>
<td>67.5</td>
<td>67.5</td>
<td>14</td>
<td>65.4</td>
<td>76.4</td>
<td>75.2</td>
<td>1.2</td>
</tr>
<tr>
<td>18</td>
<td>17</td>
<td>68</td>
<td>14</td>
<td>65.9</td>
<td>76.9</td>
<td>75.7</td>
<td>1.2</td>
</tr>
<tr>
<td>19</td>
<td>69</td>
<td>69</td>
<td>12</td>
<td>68.1</td>
<td>78.6</td>
<td>77.5</td>
<td>1.1</td>
</tr>
<tr>
<td>20</td>
<td>17</td>
<td>70</td>
<td>11</td>
<td>69.7</td>
<td>80.2</td>
<td>79.2</td>
<td>1.0</td>
</tr>
<tr>
<td>21</td>
<td>73.5</td>
<td>73.5</td>
<td>15</td>
<td>71.4</td>
<td>79.7</td>
<td>78.6</td>
<td>1.1</td>
</tr>
<tr>
<td>22</td>
<td>74</td>
<td>74</td>
<td>13</td>
<td>73.0</td>
<td>83.5</td>
<td>82.6</td>
<td>0.9</td>
</tr>
<tr>
<td>23</td>
<td>78</td>
<td>78</td>
<td>15</td>
<td>76.2</td>
<td>84.6</td>
<td>83.8</td>
<td>0.8</td>
</tr>
<tr>
<td>24</td>
<td>83</td>
<td>83</td>
<td>15</td>
<td>81.6</td>
<td>86.8</td>
<td>86.1</td>
<td>0.7</td>
</tr>
<tr>
<td>25</td>
<td>29.4</td>
<td>84.3</td>
<td>15</td>
<td>83.0</td>
<td>94</td>
<td>93.7</td>
<td>0.3</td>
</tr>
<tr>
<td>Avg diff</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Although the same items were assessed in both systems the new application utilizes a template based on the configuration files from each network device (eg. the startup-config files) once a solution has been configured within the network topology. Items that were in the original configuration should be removed from the template files to leave only lines containing changes made as a result of applying the solution. Some lines will be treated as comments or may be commented out by the assessor and wild cards should be added as necessary. In the new application each uncommented line is treated as an assessed item. A problem was also noticed when running the new application in the exercise. Some lines that existed in the original configuration files were still present in the template files giving rise to false positives, meaning that all students were being awarded marks for something that they hadn’t done. These related to commands that were present by default on active ethernet interfaces and the “login” command also present by default on console and telnet ports. This only involved 9 lines from a total of 182 in the template files and since it affected all students a spreadsheet formula could be used to apply a correction as follows:
\[
\text{score \%} = \left( \frac{(m - 182)}{173} \right) \times 100
\]  

(2)

where \( m \) is the original student percentage mark from the new application, 182 are the number of original items to be assessed, 9 items are to be removed, and 173 the new items from the corrected template. Alternatively the application could be run again against the updated template. The uncorrected scores are shown in table 1 column 6 and the corrected ones in column 7. The average difference between the original score and the corrected one (see table 1 column 8) was 2\%, although in one case it was 4.7\%, making most difference on the lowest scores. Whilst the line count was reduced it doesn’t necessarily mean that the new application was assessing less items than Packet Tracer because they both use different assessment mechanisms. The template was nevertheless inspected to ensure that wherever possible it still assessed the same items as Packet Tracer.

![Corrected scores in ascending order](image)

**Figure 4.** Comparison between scores for PT vs Network Assessor

After corrections were applied to both the new application and Packet tracer results it was possible to conduct a like for like comparison between the two. In most cases the new application gave a higher score compared to Packet Tracer even after the corrections as shown in figure 4 (see also table 1 column 9), but as suggested it wasn’t thought that this was due to the reduced line count.

Only in one case did the new application score lower than Packet Tracer. When investigated it was found that the reason for this was because the new application had failed to mark the line relating to passive interfaces for the routing protocol on the routers. This can either be applied to individual interfaces, which is the way that the original solution was configured, or initially to the device as a whole, with Packet Tracer recognizing both methods using its command-based parser, which the new application did not. The biggest difference was a positive uplift of over 20\% from the new application over Packet Tracer. It seems that the student had used some partial commands that the Packet Tracer parser had considered incomplete and invalid, however the new application does not use a command-based parser and found some items that could be awarded credit in isolation. Perhaps the student knew some commands, but not necessarily how to use them in a valid command sequence. A question might arise as to whether they should be awarded marks for applying partial commands that wouldn’t allow device services to function, although the student in question didn’t actually achieve a passing grade with either application. The average increase in mark awarded by
the new application was 8.7%. In some cases Packet Tracer had failed to award marks for something that could be considered at least partially correct, for example in assessing the application of sub-interface commands on a router as shown in the Packet Tracer output on the left hand side of figure 5, whereas the new application has awarded some marks for this (right hand side of figure 5).

On investigation the student had used a sub-interface of 0/0.21 instead of 0/1.21 as instructed, however this would still be valid and make no difference to the desired result. This phenomenon in which marks aren’t awarded for an item that is correct can be considered a false negative. Both applications could have awarded marks for this, but only the new application has awarded marks for the two associated sub-commands, though Packet Tracer hasn’t awarded any. It would appear that the student has some understanding of how to apply the commands and perhaps even shown evidence of independent thinking. If this is the case then the new application may have provided a fairer assessment. A similar marking issue also occurred because students had used different variable names to the ones given in the instructions. Packet Tracer only awarded marks for an exact match to statements, whereas with wild cards the new application allowed students to use variables that had simply been misspelled and even allowed them to use their own variable names. Examples of this included Access Control List (ACL) names and numbers that were specified in the instructions. This can be mitigated to some extent by the use of Packet Tracer’s variable manager that can be used to seed a range of acceptable values, whereas the new application can easily accommodate instructions that might be less specific in demanding a particular spelling of a variable or ACL number. Instead of specifying “configure an access list named ACL-MGT” one could just instruct students to “configure an access list”. At undergraduate level it might be considered good practice for assessment practices to encourage application of principles to practice rather than in specifying step by step instructions.

Packet Tracer is able to provide immediate feedback to students during the course of an exercise to indicate whether a task has been completed successfully. It will present the current overall progress, unless students have changed the device names to ones that it doesn’t recognise, which as noted was an issue for a number of students who were initially presented with results well below expectations. On the other hand feedback from the new application was only available after the student files had been transferred to the server on which it was installed and the marking process run. The success of this necessitated ensuring that all students had exported their device configurations with the right filenames into the correct location. If they had failed to do this then the new application could not remotely retrieve their work. This involved pro-active monitoring and intervention if necessary. Nevertheless at the end of the exercise students could see the results from the new application. Assuming all student files were correctly named and located the process of transferring and assessing them took just a few seconds.

5. Conclusions and Recommendations

Testing has shown that the application is able to successfully and accurately assess security mechanisms applied to a computer network within a laboratory environment. The results were
validated by comparison to an existing proprietary system where the new application provided a close match to the scores provided by the other system, as seen in figure 4. Assessing all lines of output from every student would take many hours using manual means, but with automation the process can take a few seconds. This represents a huge saving in time, though the application does produce some false negatives and positives. One reason for this is that it is sometimes unaware of the context or inter-dependency of commands in a sequence because it doesn’t use a command parser-based assessment mechanism. There may also be more than one way to apply solutions to a network and the application needs to be able to accept alternatives. If a command parser-based system were employed, since the application is intended to be a universal system independent of vendor or operating system, a range of command parsers would need to be used or developed [21]. The simplicity of the current system is that it compares a system under test, in this case the output of a time constrained assignment, with a known solution. The current parser mechanism is interchangeable and more sophisticated mechanisms for assessing work could be investigated, which might eventually lead to an expert system or other machine learning approaches specifically applied to networking and security education [17], [18], [19].

So far the tests have involved simulators rather than real devices and have not assessed operating system services. The application is intended to be vendor and system independent therefore tests will need to investigate a full range of physical devices and operating systems. The configuration management functions available within the application are able to deploy the environment for a practical exercise and extract the outcomes of this work. These features allow commands and scripts to be executed remotely using secure connections to computers and devices in the laboratory environment. Future enhancements might also enable live interrogation and assessment of these systems.

Whilst these tests investigated assessment of laboratory exercises the same principles could be applied to a real-world network where we may be trying to establish whether it is correctly configured or secure according to an expected baseline or security standard [22]. For example the application could be used to assess compliance as part of a testing framework for industrial network security [23].
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